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GENERAL

UDC 621.391
VARIATION OF FEEDING VIDEO INFORMATION TO YES COMPUTERS
Kiev AVTOMATIKA in Russian No 5, Sep-Oct 81 (manuscript received 19 Mar 8l) pp 76-78
[Article by V. Ye. Reutskiy]

[Text] There are many problems involving processing video information in vari-
cus fields of science and technology. The growing volume of this information
and the heightened requirements for precision and speed of solutions led to
intensive development of means and methods of automating the processing of
video information. Digital processing methods using general-purpose computers
and specialized processors play the leading role in this. This leads to the
necessity of developing new input units, on the one hand, and a desire to use
input units already included in the computer equipment on the other.

Feeding video information to computers requires a unit to match the information
and physical characteristics of the television camera signals and the signals
used in the input/output interface of the particular computer., In this case
equipment expenditures to realize the block to match the characteristics of

the signals of the input/output interface of the YeS [Unified System] computer
are several times as much as expenditures to realize the matching unit for the
characteristics of television camera signals.

For this reason there will unquestionably be interest in an experiment con-
ducted with a simple hardware connection of an industrial television camera to
a YeS computer through a low-power input unit with minimum expenditure of time
and resources.

The variation of feeding video information that was developed consists of a
television camera, a matching element, and a YeS-6022 unit (the standard
punched tape data input unit for YeS computers) in which the photoreader is
switched off.

A VZOR television camera was used to convert visual information into an elec-
trical analog signal. This is a small semiconductor camera with a power supply
of 12 volts (in principle any s:andard television camera can be used). For
complete autonomy the camera also has a synchronous generator (consisting of

a synchronous pulse generator, a frequency divider, and control signal shapers)
which controls the work of the television camera, analog/digital convertor,

and control block.
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The frequency of the master clock (generator) was selected at around 936
kilohertz on the basis of preliminary tests of the multiplex chamnel of a
YeS computer to which was connected a YeS-6022 unit with a single-field data
input speed on the order of 260-280 kilobBytes, based on the real speed and
necessity of receiving from one generator synchronous pulses to control the
television camera and strobing pulses for the analog/digital convertor and
control block. The possibility of completely filllng the byte being trans-
mitted to the YeS computer was employed to increase the speed of data input.
A four-gradation system of defining the brightness of each point in the video
information was adopted for this purpose, and tbe bit format of the analog/
digital convertor was defined in two ranks. After the information from four
points is packed in one byte, the data input speed is 234 kilobytes.

The precision requirements for the analog/digital convertor are fairly low

(four gradations with a television camera signal on the order of 0.5 volts),

but the speed requirement is quite important. Therefore, a double-rank
(simplified) variation of a high-speed analog/digital convertor was used.

This will make it possible in the future to increase the speed to 8-10 mega-
hertz because it is determined chierfly by the operating speed of the comparators
used in the convertor.

The television camera and analog/digital convertor work asynchronously with the
computer, but information is transmitted only when the signal of the computer
processor which authorizes transmission of information from the YeS-6022 coin-
cides with the beginning of transmission of a frame by the television camera.
After the frame is transmitted the YeS-6022 unit goes into a waiting mode and
the next frame is fed following a program request by the computer processor.

The entire television camera signal matching block, the synchronous generator,
and the signal shapers are housed in a standard YeS TEZ [card]

which is installed in the YeS-6022. When the television camera is connected
in, it is necessary to remove the input/output signal shapers of the photo-
reader (TEZ 0071, place 5A43 and TEZ 0072, place 5A44) from the unit and in-
sert the newly developed TEZ in place 5A43. The necessary connection between
place 5A43 and the free terminals is installed, which does not hinder work of
the YeS-6022 with the photoreader.

- According to the system adopted of classifying brightness by four levels, the

- frequency of the master clock is four times the frequency of data transmission
to the computer, and the synchronous generator issues control signals that are
rigidly interrelated by multiples: strobe 1 — strobing signal of the compara-
tors of the analog/digital convertor — 936 kilohertz; strobe 2 — strobing
signal of the assembly for packaging in a byte — 936 kilohertz; strobe 3 —
signal for transmission of a byte of information to the YeS-6022 — 235 kilo-
hertz; synchronous signal of the line frequency for the television camera —
16,625 hertz; synchronous signal of the frame frequency for the television
camera — 50 hertz.

The figure below shows the time scheme of the work of the synchronous gener-
ator, It is built with integrated microcircuits and housed on the same board
with the other elements of the matching TEZ.
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Time Diagram of the Work of the Matching Unit

Key: (a) Launch Signal from YeS-6022;
(b) Authorization To Transmit Information;
(c) 3 Microseconds;
(d) 1 Milliseconds ["MC" = Millisecond].

Because the computer and the television camera work asynchronously; an additional
element was put in the control scheme to authorize transmission of data from the
television camera. It authorizes transmission only from the initial moment of
image scanning by the television camera. The end of the transmission of a frame
is determined by program means (by the number of transmitted bytes of the array
of data).

As noted above, the speed of information input is limited by the actual speed of
the urit being used and the channel of the YeS computer. Therefore, with the
above - indicated frequency of data transmission to the YeS computer (234 kilo-
bytes), the analog/digital computer strobes and converts to digital form 60 four-
gradation points or (after packaging) 15 bytes of information per one televi-
sion line where the total number of lines in a frame is 313. Thus, one tele-
vision frame contains 4,695 bytes or 18,784-gradation points irn digital form.

With a standard line length of 64 microseconds the distance between adjacent
strobing points is about 1 microsecond in time. Therefore, all points that
occupy less than 1 microsecond during line strohing may be lost. This must be
taken into accountwhen feeding data from the television camera.

The image fed to the computer may be printed out by program means for convenient
observation and checking, although this does involve difficulties with observing
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the television format during output. In the particular case every fourth. line

of the television frame was outputted to a digital printer; in this case 78

lines with 60 points to a line were printed out and separated by gaps to ap-
- proximate the tslevision format.

COPYRIGHT: Izdatel'stvo "Naukova dumka", "Avtomatika", 1981
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UDC 681.322.01
SYNTHESIS OF PARALLEL MICROPROGRAMMING STRUCTURES

Kiev KIBERNETIKA in Russian No 5, Sep-Oct 81
(manuscript received 23 Aug 77) pp 48-54

[Article by 0l'ga Leonidovna Bandman, Sergey Vladimirovich Piskunov and
Stanislav Nikolayevich Sergeyev]

- [Excerpts] The organization of effective computations in uniform structures
[1-3] is connected with providing structural and functicunal correspondence
between the algorithm ard its performing unit. This correspondence is usually

‘ achieved by means of a selection of cell functions and their connections and

3 constitutes a problem in synthesizing uniform structures. The solution of such

i a problem for a class of devices with a multiple flow of commands and a multiple

! flow of data is proposed in the article. The suggested synthesis method is

based on a microprogrammed presentation of algorithms which allows interpreta-

tion to the network from automatic units. The microprogramming concept, expanded
for organization of the computational process in large groups of low-power
computers, is called parallel microprogramming.

A cellular mass, which is a terminal combination of named cells into which
symbols are inserted from some terminal alphabet of conditions, serves as the
conversion objective in parallel microprogramming. A substitution micro-
command having a left and a right component is the primary conversion of the
cellular mass. Execution of the microcommand is conducted simultaneously over
all cells of the mass. A mass of cells is computed for each cell in accordance
with the left component of the microcommand. If the obtained mass is included
in the processed cellular mass, some of its component is replaced by the
cellular mass corresponding to the right component.

The combination of microcommands recorded in random order is called micro-

programming. All microprogramming .icrocommands are executed simultaneously

over all cells of the mass. Microprogramming construction is based on

algorithms of parallel substitutions [4, 5] which are based on the concepts
- of a cellular automatic unit [6] and of a normal algorithm [7].
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Any methods of synthesis can be used for obtaining a logical structure of the
network's primary automatic unit. For example, each primary automatic urit
becomes microprogrammed, containing within itself the entire microprogram. A
block diagram of the primary automatic unit is depicted in illustration 5.a.
Equipment performance is possible when using special microprogrammed large
integrated circuits (BIS), constant memory units (PZU), associated memory units
(ZU) and programmed logic matrices. Replacing the microprogram provides the
possibility of adjusting the network to that or another algorithm. Networks

of this type are called microprogrammed cellular structures. It is obvious that
the parallel microprograms performed in them are limited by the memory capacity
of the primary automatic units, and therefore such an approach is acceptable
for performing small (according to the number of microcommands) algorithms.

The second approach consisting of a microprogram memory which is repeated in
each automatic unit is carried out within the limits of the network (illustra-
tion 5.b.). The remaining network is called the data memory. The primary
automatic units in it are simple enough: they contain a memory for storing the
alphabet symbols, a comparison unit and a multiplexer [4]. The microcommands
can be fed into the data memory with a different degree of parallel in time:
all simultaneously, successively by microcommands and even successively by
symbols. However, a marginal parallel in space takes place in all cases.
Performances of this category are called homogeneous computers [4].

It is obvious that computers with limited parallel both in time and in spane
have the greatest output. A structure is proposed in reference 12 in which
during performance of the primary automatic units, a combination of frequent
and spatial coding of microcommand symbols and the use of the construction
principles of multi-stable elements provide a simultaneous feeding of hundreds
of microcommands to each automatic unit fo the data memory. At the same time,
homogeneous computers with a consistent delivery of microcommands to the data

- memory show great practical interest, inasmuch as their performance is possible
from existing microprocessing sets [13].

Two approaches can be used in composing algorithms for equipment interpretatieca.
In the first case, a control unit is proposed which stores the microprogram Fg
and delivers control signals to the microprogram structures performing
F'lyeeeeses F'q [14]. 1In the second case, the memory 1s divided into units
corresponding to the data for F'l,...,Fq, and the microprogram memory contains
the microprogram comprising F.
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UDC 518.9
VERIFICATION OF MODEL CONFIGURATIONS FOR PULSED RADIO ENGINEERING SYSTEMS

Kiev KIBERNETIKA in Russian No 5, Sep-Oct 81
(manuscript received 3 Jun 80) pp 40-47

[Article by Yuriy Anatol'yevich Belov, Vliadimir Leonidovich Makarov,
Viktor Gennadiyevich Shelepov and Viadimir Borisovich Shul'zhenko]

[Excerpts] When examining models like operators transforming some given input
data into definite output data, the question always arises whether the process
of handling the flow of incoming information corresponds to that function which
the model must perform. In other words, how to be convinced that the correct
results are being received in any of the processes which can be simulated in
accordance with the model data.

The question of adequacy of the mathematical models is ome of the basic,
decisive and inevitable questions of modeling.

Considering the complexity of checking such compliance for models of actual
or projected radio engineering systems (RTS), it is possible to formulate a

- more simple task~--to check whether the model (operator) is presenting data
from the field of permissible incoming values to data of the field of permis-
sible output values.

A number of well-founded methods of checking program accuracy was worked out

for solving the immediate problem in programming: Floyd's inductive supposition
method [1], the hierarchical structuralization method [2], Hoare's method [3]
and others.

The purpose of present work is to develop an inductive supposition method of
checking program accuracy for a new and important, in a practical respect,
class of mathematical objectives--model configurations.

It should be mentioned that strict proof of accuracy in constructing a mathe-
matical model and the corresponding simulation algorithm according to an

agsigned physical description (structural configuration) of the IIS [Information
measuring System] is an important procedure which allows, generally speaking,
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one to ascertain the inadequacy of the physical model to the actual process
and, therefore, to localize operacions for correcting the model on the level
of physical presentations alone.
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EFFICIENT SERVICING OF COMPUTER EQUIPMENT REVIEWED

Moscow TEKHNICHESKIYE SREDéTVA OBRABOTKI INFORMATSII in Russian 1981 (signed
to press 17 Feb 81) pp 307-318

[Selections from chapter 9 of book "Data Processing Equipment", by Vasiliy
Nikolayevich Kriushin, Nikolay Matveyevich Surin, Valeriy Pavlovich Chuprikov
and Nina Grigor'yevna Chernyak, Izdatel'stvo "Finansy i statistika",

_ 12,000 copies, 320 pages]

[Excerpts] Table 9.1. Technical Servicing Norms for Computer Keypunch, Electro-
mechanical, and Electronic Keyboard Machines by One Worker at Computing (Informa-
tion-Comput<ng) Centers, Information-Computing Stations, and Machine-Accounting
Stations of the System of the USSR Central Statistical Alministratiom.

Number of Average Num-
Machines ber of Hours
Serviced by To Service
. One Worker One Machine
Types and Models of Machines in a Month for a Month

Machines for Mathematical Processing of Data
Recorded on Punchcards

¥ | The T-5M and T--5MV Tabulators 5 34.9
The TA80-1 Tabulators 3 58.2

. The VP-2 and VP-3 Electronic Computing Attachments
to Tabulators 9 19.4

Machines for Ordering Arrays of Punchcards
- The SE80-3 and SE80-3/1M Electronic Sorters 6 29.1
The S80(45)-5M and S80(45)-7 Sorters’ 10 17.5
Collaters (RPM's) 7 24.9
Machines for Preparing Punchcards

The PD 45-2 and PD 45-2/1M Keypunches 12 14.5
The P80-6, P80-6/1M, and Zoyemtron-415ts Keypunches 9 19.4

10
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Number of Average Num-
Machines ber of Houses
Serviced by To Service
One Worker One Machine
Types and Models of Machines in a Month for a Month

Machines for Preparing Punchcards

The PA80-2, PA80-2/1M, PA80-2/2M, PA80-2/3M, and

Zoyemtron-415a Keypunches 6 29.1
Summary Punches of the PI80(45)-U Type 11 15.9
Reproducing Punches of the PR80(45)-U Type 9 19.4
The K80(45)-6, K80(45)-6/1M, and Zoyemtron-425ts
Verifiers 10 17.5
The KA80-2, KA80-2/1M, KA80-2/2M, KA80-2/3M, and
Zoyemtron-425a Verifiers 7 24.9
‘ The RMK80/45 and RMA-80 Decoding Machines 8 21.8
Keyboard Machines

The SDV-107, SDV-108, SDK-133, AYeS, AYeSVye,
Askota-110, -112, -114, -117, and -314, and

Other Adding Machines 30 5.8
The VMA-2, VK-2, SAR, KYeL, and Other Electro-
Mechanical Keyboard Computing Machines 25 6.9

The Elka-22, Zoyemtron-220, Elektronika, and

Other Electronic Keyboard Computing Machines

with Discrete Elements 30 5.8
The Iskra-108, -111, and -122, Elka-43 and

Elka-50, and Other Electronic Keyboard

Computing Machines with Integrated Circuits 50 3.5
The VA-345M, FM-346, FMR, FMYe, and FMYeL

Invoice Machines 9 19.4
The Zoyemtron-381 and 382, Iskra-23 and 522, and

EFM-446 Electronic Invoice Machine 12 14.5

The Zoyemtron-381, —383, -384, and -385, Iskra-2302
and =534 Electronic Invoice Machines with Punch

Attachments . 9 19.4
The Askota-170 Bookkeeping Machine 9 19.4
The TM~-20 Electronic Multiplier Attachments 27 6.5
The Askota-170/55 Bookkeeping Machines with Tape

Punch Attachments 8 21.8

Technical servicing and repair of computer equipment is done by enterprises of
Soyuzschettekhnika (All-Union Production-Technical Association for Technical
Servicing and Repair of Computer Equipment of the USSR Central Statistical
Administration) on the basis of contracts concluded between the manufacturing
enterprise and the client.
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Soyuzschettekhnika repair enierprises can do technical servicing, current
(small-scale) repair, medium repair (1 and 2), and capital repair (1 and 2).

With the approval of the USSR State Committee for Prices a price list for

- wholesale prices for all types of repair work and technical servicing of the
computer equipment of the USSR Central Statistical Administration was ratified
and put into effect as of 1 January 1977. This price list envisioned separate
wholesale prices for different types of repair, technical servicing, and other
jobs (launching machines into operation, storage and packaging, repair of
electrical motors, repair and replacement of particular assemblies). Where
there is a contract for technical servicing, current (small-scale) repair,
installation, and launching newly received equipment in operation are done by
Soyuzschettekhnika enterprises free of charge.

Let us review the planning for repair of computer equipment using the example
of organizations of the USSR Central Statistical Administration. The estab-
lished rules for planning repair of computer equipment within the system of
the USSR Central Statistical Administration envision that rayon and city
computing centers (and machine accounting stations) will submit information

on the technical condition and number of hours worked by each machine in the
past year and plans for the machine's workload in the current year to the com-
puting centers (machine accounting stations) of the oblast statistical adminis-
trations and the appropriate repair enterprises each year (based on condition
as of 1 January). On the basis of these data the repair enterprise makes up

a technical passport for each machine, sets up a card file, and plans aud
maintains records of repair work.

The rayon and city computing centers (machine accounting stations) submit a
plan of machine repair for the coming year to the computing centers (machine
accounting stations) of the oblast statistical administrations each year, be-
fore 1 February of the current year, according to the number of hours worked

by each machine. This plan indicates repair enterprises by service zones using
the following form:

_ Form No 9.1

Plan for Repair of Computer Equipment in 198 _

(Name of Computing Center or Machinc¢ Accounting Station)

For the Service Zone of

(Name of Repair Enterprise)

Machine Name | Factory Number | Number of Items Included in that
Capital Medium Current
Repair Repair Repair
-
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Each year the computing centers (machine accounting stations) of the oblast
statistical administrations compile a summary request (plan) in the same

form showing their repair needs for the coming year. This is submitted to

the Main Administration of Computer Work (Glavmekhschet) of the republic central
statistical administration before April of the current year. This administra-
tion then sends the summary request for the republic central central statis-
tical administration to Glavmekhschet of the USSR Central Statistical Ad-
ministration before 1 June of the current year. By 1 July of the same year
Glavmekhschet of the USSR Central Statistical Administration submits infor-
mation on the computer equipment reapir needs of the system of the USSR
Central Statistical Administration to the Soyuzschettekhnika Association.
Soyuzchettekhnika compiles a summary plan of computer equipment repair and
brings it to the attention of the repair enterprises,

At the large computing centers (machine accounting stationg) where medium and
current (small-scale) repair is done by in-house personnel, the work planning
system envisions compiling annual plans of machine repair which list all machines
subject to repair and indicate the type of repair and the time it will take for
each machine. In addition to compiling the annual repair plan they work out a
repair schedule for each month which envisions planned withdrawal of machines
from work positions. The schedule is usually drawn up on the basis of the
volume of repair work in the current month and the calendar amount of working
time of workers engaged in repair. The schedule is used for operational moni-
toring and accounts related to calculating expenditures for repair. Detailed
trouble lists are compiled before performing each type of repair

Repair workshops which have the necessary amounts of furnishings, bench equip-

ment, tools, and spare parts are organized to do repair work at the computing
_ centers (machine accounting stations). In the repair workshops the work of

service personnel is usually organized on the brigade principle: each brigade

is assigned to a certain group of machines. In addition, a definite worker

is responsible for repairing each machine.

The Organization of Technical Servicing

Technical servicing of computers involves a set of organizational-technical
measures which must be done to maintain the operating reliability of machines
within required parameters. These activities include: selection of appropriate
service personnel; acquisition of hardware and software for diagnosing mal-
functions; supplying spare parts, tools, and accessories for the machines;
supplying service apparatus for testing external units; supplying special
furnishings and auxiliary equipment for operating and repairing computers.

Optimal organization of the technical servicing of computers is a major task
in using them efficiently. There are various types of technical servicing
of computers: individual, group, and centralized.

With individual servicing each computer is provided with a complete set of

service apparatus, spare parts, tools, accessories, and appropriate service
personnel. Individual service facilities include the following: apparatus for
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monitoring the basic elements of the computer and powex supply; monitoring
and adjusting apparatus for autonomous checks of individual units of com—
puter hardware; a set of test programs; tools and repair accessories;
auxiliary equipment, attachments, and special furnishings for storing the
property of the computing center.

With group servicing several computers concentrated at a single computing
center are serviced by in-house personnel. The structure of group service is
the same as for individual service, but it is supplemented for other computers.

- With centralized computer servicing the service apparatus, spare parts, tools,
accessories, and service persomnnel are significantly reduced, but with this
form of servicing the time required to restore computers depends significantly
on the operational features of the work of centralized servicing points, in
particular how far they are from the computing centers.

The type of technical servicing is determined by the user depending on the
place where the computer is installed and the range of jobs it does.

The number of engineering-technical personnel needed to service computers
depends on the type of technical servicing and the mode of operation of the
computer. Thus, for individual servicing of one Ye§-1020 computer which is
used in three shifts, the following engineering-technical staff is recommended:

Machine Chief 1
Shift Chiefs (Senior Engineers) 3

Shift Engineers (Electrical Engineers and
Electromechanical Engineers) 3
Senior Electricians 2
Electricians 2
Precision Machinery Mechanic 1
Total 12

Scheduled preventive maintenance work involves a set of measures aimed at
keeping computer units in working condition and preventing breakdowns and
failures during their operation.

The period of scheduled preventive work is an essential and continuing stage

in keeping computers in working condition. Reducing the time that this work
takes increases the usable work time of the computer, that is, the time during
which the machine is engaged in problem-solving or debugging programs.

The volume of scheduled preventive maintenance work depends on the technical
condition of the computer units and the qualifications of engineering-
technical personnel. The length and periodicity of this work are determined
by the manufacturing plants in the appropriate operating instructions.

The essential feature of preventive work is the following: when a machine

is being prepared for problem-solving the working condition of the machine
itself as well as its blocks and individual elements must be tested using
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specially prepared problems or test-programs with knowun answers. In case of

an error the programs envision that the machine will halt automatically and

a description of the nature of the trouble will be printed out on the typewriter
or a signal will appear on the control console. The test program is used to
check not only the condition of the computer, but also whether the program to
solve the particular specific problem has been written correctly.

Experience operating contemporary computers shows that it is necessary to ob-
serve each machine systematically, clean its blocks and assemblies, test the
work of individual units, and replace wornout parts, In addition to identifying
and eliminating ordinary malfunctions, servicing computers involves daily,
weekly (biweekly), monthly, and semfannual (annual) scheduled preventive main-
tenance.

The following periodicity and length of scheduled preventive maintenance work is
recommended for YeS [Unified System] computers:

Table 9.4
. Periodicity of Pre-
Computer Name ventive Work Number of Hours

YeS-1020 ’ Daily 1
Weekly 4
Monthly 16
Annual 72
YeS-1030 Daily 1
Biweekly 4
- Monthly 8
Semiannual 72
YeS-1050 Daily 1
Biweekly 4
Monthly 8
Semiannual 72

Daily preventive maintenance includes an external inspection of the condition of

_ the machine units and power sources; testing the machine with monitoring tests;
eliminating malfunctions when there are deviations from technical norms; check-
ing, cleaning, and adjusting external units.

Weekly (biweekly) preventive maintenance envisions a set of weekly (biweekly)
activities: testing the reliability of mechanical fastenings; testing the ven-
tilation and power supply system; checking the work of the units with a pre-

- ventive alteration of the supply voltage of #5 percent.
Monthly preventive work envisions cleaning and lubricating the assemblies,

mechanisms, and power blocks and testing the functioning of the computer hard-
ware using diagnostic tests with an alteration of #5 percent in supply sources.
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Annual (semiannual) preventive work includes the same johs that are done in
monthly preventive work as well as dismantling, cleaning, and lubricating all
mechanical assemblies of external units with adjustment or replacement of parts
at the same time. In addition, the cables and supply lines are inspected. The
instructions on operating individual units which are attached to the machine by
the manufacturing plant give detailed descriptions of preventive work. They
also indicate possible malfunctions in the machines.

Careful scheduled preventive maintenance work significantly reduces the appear-
ance of random malfunctions in machines. But finding and eliminating malfunc—

tions quickly depends in large part on the experience and qualifications of the

engineering-technical personnel who are operating the machines.

Types of Malfunctions and Methods of Detecting Them

- Malfunctions may occur in computers for various reasons., Among them are con-
cealed production defects, violations of operating rules, and external influ-
ences (blows, vibrations, overheating, and the like). Malfunctions occurring

- for these reasons generally come during the period of experimental operation.

During working operations most malfunctions are related to failures of inte-
grated circuits and semiconductor instruments. Experience operating the machines
shows that the cause of this is instability of the voltage in the machine cir-
cuits. Failures in computers often occur because resistors go out, despite

their high reliability. More than 50 percent of all failures occur because the
contacts that connect the current-conducting element with the outlets are

broken or disrupted. Failures also occur as the result of rupture of the
dielectric in the capacitors.

Trouble-free operation of the semiconductor instruments depends on how well they
are manufactured. These instruments are sensitive to overloads of current and
voltage and therefore above-limit power supply regimes must be avoided if they
are to be used for a long time. Semiconductor instruments are also subject to
the influence of heat. An increased temperature causes change in the parameters
of the element and can result in failure of the computer.

To make the search for malfunctioning elements easier each element in the ma-
chine has an address which gives the number of the unit, the frame, console,

and place which the particular element occupies. These coordinates are shown

in the structural and schematic diagrams by which the search for malfunctions is
conducted.

The machines are supplied with service apparatus, including an oscillograph, an
electrical measurement instrument, a stand for testing TEZ's [ cards]

and a stand for testing power supply blocks, among others, to determine the
operating stability of the particular elements. This apparatus plays a signifi-
cant part in the search for machine malfunctions. However, the automatic moni-
toring equipment is primary. It makes it possible to check whether the machine
is operating correctly and, in many cases, to correct errors that are detected.
This includes both hardware and software for automatic monitoring.
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The software includes monitoring programs for test problems which are run be-
fore performing the main problem. When the test prohilems are solved cor-
rectly the probability of correct work by the machine in solving the main
problem is determined. During solution of the main prolilem monitoring proce~
dures are carried out in the form of a double check of the same program.

The hardware includes monitoring equipment that operates independently of the

program. For example, the YeS-1020 processor uses hardware monitoring based on
"modulus two" and hardware duplication techniques.

The "modulus two" monitoring method, in particular the "odd numher check,™" is
done byte by byte, which is to say each byte of the data has a check bit that
added to the number of units in the byte makes it uneven (odd).

The hardware duplication method is used to monitor the work of the arithmetic-
logical unit. By this method each bit of information is processed in direct
and inverse form. The results of this duplication are compared for each bit.
If the direct and inverse levels coincide this indicates an ‘error.

COPYRIGHT: Izdatel'stvo "Finansy i statistika", 1981

11,176
CsO: 1863/51
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PROBLEMS OF AUTOMATED CONTROL SYSTEMS FOR INDUSTRIAL PROCESSES REVIEWED
Moscow VOPROSY EKONOMIKI in Russian No 9, Sep 81 pp 67-77

[Article by D. Palterovich and M. Gornshteyn: “Automating the Control of
Technological Processes in Industry"]

[Excerpt] The national economic efficiency of automated control systems for
technological (industrial) processes [ASU-TP's] depends not only on their
scientific-technical level, but also on the extent to which they cover exist-
ing industrial processes and aggregates, and this figure is still low. In
1979 ASU-TP's had been introduced at slightly more than one percent of all in-
dustrial enterprises. Each of these enterprises had, on the average, about
two systems. All of the ASU-TP's introduced could be classified as follows:
direct control system — 52.7 percent; information-advisor systems — 16.8
percent; information recording systems — 30.5 percent.

We should observe here that the rate of development and extent of application
of these systems does not meet national economic needs. Calculations that we
have made show that at the end of the 1llth Five-Year Plan in the primary sec-
tors of extracting and manufacturing industry, the proportion of industrial
facilities equipped with ASU-TP's, although it is growing, is only about 30
percent of the total number of complex industrial facilities prepared for the
use of ASU-TP's and at which the use of such systems is economically expedient.
These findings illustrate that the national economic need for ASU-TP's is
great and cannot be fully met in one five-year plan.

In view of the high efficiency of ASU-TP's, steps should be taken to meet the
need for them more fully in the 1lth and 12th five-year plans. In our opinion,
it would be wise to increase the proportion of expenditures for automation in
gross capital investment. In petroleum extraction and nonferrous metallurgy,
this propertion is 2-2.5 percent, while in electrical power, ferrous metallurgy,
and the gas industry it is 4-5 percent, in the building materials industry —
5.5 percent, in the chemical industry — 8 percent, and in petroleun refining —
7 percent.

For a long time work to build and employ ASU~TP's was carried on in the context
of rapid development of ASUP's [automated production control systems]; this
- could not help being reflected in the overall distribution of capital, and
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apparently was not always justified. The proportion of investment for

ASU-TP's in total capital investment for building automated control systems

of all types, despite significant growth in-the 10th Five-Year Plan compared to
the Eighth, was still insignificant and in the last 10 years has been only 12
percent while investment for ASUP's was 68 percent. This distribution of re-
sources led to a situation where at the beginning of 1980 there were 4,370 auto—
mated control systems: 2,460 ASUP's and 1,649 ASU-TP's. At the present time
there is less than 0.7 of an ASU-TP for each operating ASUP. But for efficient
integrated automated control of industrial and economic-organizational processes
at contemporary industrial enterprises there should be from a few to several
dozen ASU-TP's for each ASUP. Only in this case can the automated control sys—
tem for technology become-the foundation of an automated production control
system (ASUP).

At the same time, because building and operating ASU-TP's requires significant
production expenditures,* the paramount challenge is to make optimal use of
production resources for this purpose and to determine the rational order and
scope of work to set up and employ ASU-TP's.

Analysis of ASU~TP's shows the high economic efficiency of this form of tech-
nical progress. One-time expenditures for the development and introduction of
ASU-TP's are repaid on the average in 1-3 years, chiefly by reducing use of
material and energy resources (by 2-5 percent), increasing the production of out-
put (by 2-8 percent), improving the quality of output, -and other factors. The
norm of efficiency of capital investment for setting up ASU-TP's was raised
slightly for the 1llth Five-Year Plan.

In the last three five-year plans several billion rubles have been invested in
development of ASU-TP's. Hundreds of scientific research, planning-design, and
technological organizations and enterprises and thousands of engineering-
technical employees of varlous ministries and departments are engaged in design-
ing and introducing them. But the level achieved and the results of work to
build and introduce ASU-TP's still do not fully meet national economic require-
ments.

In the first place, as already noted the scale of capital investment in auto-
mation is inadequate to supply automated systems to all large industrial aggre~
gates. In the second place, the choice of objects of automation, and conse-
quently the distribution of capital investment among these objects, does not
always meet the criterion of maximum national economic impact. In the third
place, information and advisor systems still predominate in the structure of
existing ASU-TP's. The proportion of control systems is rising slowly, and their
functional capabilities are often limited and do not provide, on the one hand,
for integration of the ASU-TP and ASUP into a single system for control of
technology and production or, on the other hand, sufficient flexibility and
adaptability of the industrial facility to change in work conditions. In the

* The average cost of setting up one ASU-TP with a computer was about 1.3 mil-
lion rubles, with an average labor intensity of 90 worker-days.
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fourth place, the quality and reliability of the functioring of ACU-TP's

often declines because of disproportions in the development of their scientific-
technical base and inadequate matching of the computer equipment employed, es-
pecially peripheral units and software, to technical and economic requirements.
In the fifth place, many ASU-TP's are built as unique developments for one-time
application, so the level of unification and standardization of structural,
algorithmic, and technical concepts is low and they do not circulate. In the
sixth place, the organization of the process of developing ASU-TP's is not al-
ways oriented to rapid introduction and fitting the character of the object of
automation. In the seventh place, the level of use of ASU-TP's in terms of

time and their functional capabilities is inadequate in many cases, which greatly
reduces their economic efficiency.

One of the most important problems that must be solved in the area of raising
the efficiency of automatation of techmological processes in industry is de-
veloping the scientific-technical base of automationm, improving planning, and
straightening out the organizational forms of work related to the development
and application of ASU-TP's. New sclentific principles and engineering methods
of building ASU-TP's must be employed to develop and introduce highly efficient
automated technology. The specific ways to accomplish this are determined by
both the needs of industry and the capabilities of current automated control
equipment.

Contemporary forms of automating control, with their high requirements of in-
dustrial equipment, themselves become a powerful factor in the transformation of
equipment and technology on the basis of the advances of the current scientific~
technical revolution. Automation of control creates conditions for increasing
the unit capacity of aggregates and the continuity of their operation, makes it
possible to raise temperature, pressure, and other parameters of processes, in-
sures operator safety under conditions of aggressive environments, exposure to
radiation, and the like. In this way, the efficiency of ASU-TP's has a clearly
marked socioeconomic character. In terms of functional capabilities the most
modern domestic ASU-TP's today are as good as the best foreign models and can in
certain cases match them for reliability, flexibility, and diversity of tech-
nical resources employed. To raise the scientific-technical level of ASU-TP's
it is essential to increase significantly the volume of diagnostic, optimiza-
tion, and control functions in them and to make broader use of progressive
scientific methods of control — direct digital control, optimal control by
adaptive models, and others (at thermal power units, for example, in 10 years
the number of parameters measured has increased six times and the number con-
trolled has risen four times).

Raising the scientific-technical level of ASU-TP's significantly broadens their
=3 functional and technical capabilities. For example, the ASU-TP's that were de-
veloped earlier for sulfurie acid production facilities were information-
dispatcher systems and did not accomplish the tasks of operational control of
production. The Kupol ASU-TP that has now been set up for the Gomel' Chemical
Plant envisions direct digital control of sulfuric acid production. The basic
distinction of this system is its transition from automatic monitoring and
analysis of a number of variables to automated regulation of a set of imter-
related parameters based on the use of mathematical models and the techniques of

20
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030018-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030018-4
FOR OFFICIAL USE ONLY

combined control, to automatic selection of the best technological regimes and
coordination of the work of the entire line. Deviations in the regulated
parameters from assigned values were cut by three-fourths to four-fifths with
introduction of the Kupol ASU-TP, which made it possible to reduce losses of ex-
perisive raw material by one-third to one-half.

The growing complexity of ASU-TP's requires an enlargement of the memory of com-
puter machines, broadening of their links with the object, development of means
for operator "communication" with the system, and the like. One of the major
scientific-technical advances in building ASU-TP's in the 10th Five~Year Plan
was the use of third-generation control computer complexes in most cases., With
respect to volume of .output and technical characteristics (with the exception

of reliability) they meet the requirements of ASU-TP's. But the structure of
production. of computer equipment still does not meet the national economic

need for it. Few specialized computers are avallable, while general-purpose
computers are too expensive and are not always adapted to the requirements of
the control objects. Growth in the production of control computer complexes is
far outstripping growth in the production of supplementary units: internal
memory units, units for communication with objects, and peripheral devices.

The structure of production of computer resources should be modified to sig-
nificantly increase the proportion of peripheral units and units for communica-
tion with the object. Industry should also produce a broader assortment of
peripheral units (flexible disc stores, specialized production engineer-operator
terminals), specialized sensors, actuating mechanisms, and certain other types
of automation equipment that are produced in small series.

About one-third of the ASU-TP need for specialized instruments and automation

i equipment (they constitute 20-25 percent of the total production of technical

i means for ASU-TP's) to monitor the main parameters of the industrial process

; is being met. Growth in this need demands the development of essential design
subdivisions and experimental facilities oriented to devising not only individual
instruments, but entire sets of equipment for ASU-TP's. The report by N. A.
Tikhonov at the 26th Congress of the CPSU notes that the production of minia-
ture electronic control machines as a constituent part of the basic Industrial
equipment, instruments, and various control and monitoring systems and devices
is expanding significantly in the 11th Five-Year Plan. This will step up the
development of the technical base of the ASU-TP's significantly.

The low reliability of the computer equipment and instruments being produced by
industry is a serious obstacle to raising the efficiency of ASU-TP's. This
makes it impossible to implement a number of technical concepts (for example,
direct digital control) efficiently in industry and leads to parallel use of
several computer devices and duplication of the system by manual control. As a
result, one-time and ongoing expenditures of the system rise considerably and
its economic efficiency declines. A further increase in the efficiency of
ASU-TP's demands an improvement in reliability, particularly in the electronic
part of the computer, raising the trouble-free period of work to 10,000 hours.

The efficiency of ASU-TP's depends significantly on improving the organization
of work to set them up. A specific feature of this work is that it cannot be
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done apart from the particular characteristics of the machinery and tech-
nology of automated production. Technical policy in the field of automation
of the control of particular industrial processes and aggregates (production
facilities) must therefore be viewed as a part of the technical development
or re—equipping of the corresponding production subsector. It must be coor-

- dianted with technical policy in the field of development of technology and
designing of the primary production equipment.

Expanding the scope of work to set up ASU-TP's demands a transition to more
productive, "industrial" methods of developing, implementing, and distributing
them to insure an improvement in quality and a reduction in the labor-—-
intensiveness and time of work to set up ASU-TP's. The most important steps to
raise the efficiency of setting up ASU-TP's are the following: standardization
and unification of design concepts; automation of their design; experimental
field testing of pilot modeis of ASU-TP's.

The rate and scale of development of automation of control over industrial
processes is largely determined by the interrelations of the sectors that per-
form scientific, design, and installation-adjustment work in setting up ASU-
TP's, and the manufacturers of the industrial equipment and technical means of
control. Comprehensive organization of work to automate the control of indus-
trial processes should be based on uniform intrasectorial long—term programs of
scientific research, design , production of technical means, installation, ad-
justment, preparation of the control object, insuring efficient functioning and
development of ASU-TP's, and circulating them.

Organizational forms of work to automate industrial processes have been taking
shape for a long time under conditions of the multisectorial structure of in-
dustry. Because numerous ministries bring together what are essentially several
sectors that differ not only by the nature of their output but also by specific
features of industrial processes, work toward automation has been spread out at
subdivisions of many different organizations. Even within a particular sector
numerous organizations subordinate to different departments work on solving the
same technical problems of automating production. All this obstructs the con-
tinuity of the process of development and introduction of ASU-TP's,

-Certain specialized institutes develop ASU-TP's that are suitable for one-time
use at a particular site, which retards the formulation of standard ASU-TP's

for widespread introduction. Work sometimes goes forward in parallel at
several enterprises, and the result is that different ASU-TP's are developed for
identical enterprises. But experience shows that the total length of working
time to set up an ASU-TP using standard concepts is 30-40 percent less than
where there is individual development, and costs are 20-30 percent lower.

The main weaknessesof the organization of work today to set up ASU-TP's result
from the following factors, among others: the absence of uniform leadership
and technical policy in the field of planning, coordinating, and monitoring
this work; the lack of specialized organizations responsible for technical
policy and the organization of work to automate certain types of industrial
processes; duplication in solving the same scientific and technical problems;
and, the unsatisfactory state of experimental production facilities.
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To improve the efficiency of work on ASU-TP's their organizational forms
must be coordinated with the content and scope of work on automation. The
time has come to develop a long-term program of scientific research and
planning~design work on automating the control of industrial processes, includ-
ing the manufacture of pilot models of automated control systems for complex

- industrial processes, development of mathematical models of control objects,
development of standard algorithms and programs for ASU-TP's, and so on. The
sectors should have long-term plans for setting up ASU-TP's, and the resource
requirements established by these plans must be taken into account in five-
year and annual plans.

Solving the problems of automating the control of industrial processes, which

requires substantial labor, material, and financial resources, can only be done

by large organizations. The most rational form of these organizations is the

. science-production association. But there are still very few of these associ-
ations. To avoid duplication in work to develop and introduce ASU-TP's in
various sectors, a number of steps should be taken to determine the specific
specializations of organizations in automating similar industrial processes
and main designers should be appointed for groups of processes. These organi-
zations must be responsible to the customer for performance of the full range
of work related to ASU-TP's.

In our opinion, work to set up pilot automated control systems for complex
industrial processes should be concentrated at organizations of the Ministry
of Instrument Making, Automation Equipment, and Control Systems. After testing
- the pilot systems should be turned over to sectorial organizations for distri-
bution. This is a useful system of work because, in addition to the fact that
this ministry has strong scientific, planning, and design organizations involved
with ASU-TP's, of the common features of methods of studying industrial processes
as control objects, the possibility of standardizing the information being used,
and the general industrial character of monitoring and regulation equipment and
computer technology.

The complexity of the equipment used in ASU-TP's necessitates a large number
of highly qualified service persomnel. Qualified specialists are needed for
the software of the control computers and also to repair them. Therefore, it

- is important to improve the organization of work to service the control com-
puter complexes that are employed in ASU-TP's by establishing a procedure for
centralized servicing by the manufacturing ministry. This will make it pos-
sible to improve the quality of service and reduce its cost.

Among the factors that are slowing down the introduction of automation at Indus-
trial enterprises and increasing the time of work we may also include unsatis-
factory material-technical supply. In various sectors the planning of material-
technical supply for work on automation is often done apart from the time and
scope of the work, and resources planned for automation are sometimes spent for
other purposes. Therefore, we feel that special-purpose funds should be estab-
lished for material-technical supply of automation work and they should be
coordinated with the volume of capital investment in automation.
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Poor material-technical support for research and development and automation

has a negative effect on work to set up ASU-TP's, In addition, the organiza-
tions which are doing this work must submit orders (requests) for technical
means and materials one year before the beginning of the work mentioned above;
in some cases this leads to failure to supply essential materials and articles,
while in other cases above-norm stocks of scarce materials are formed, working
capital is frozen, and so on. We believe that it is necessary to establish

an organizational solution so that orders for technical means and materials

for conducting scientific research and experimental design work are filled
within three months.

The efficiency of setting up ASU-TP's is often lowered by incomplete supply of
equipment. TIndividual assemblies, mechanisms, and instruments in unitary
industrial aggregates equipped with automation means must be installed by
primitive methods in the local areas. Both primary and auxiliary industrial
equipment should be designed with built-in sensors and actuating mechanisms

or with assigned places where they are built in and then delivered by the man-
ufacturing enterprises together with automation instruments and equipment.

At many enterprises, especially sectors where equipment operates under diffi-
cult conditions (chemistr, petrochemistry, metallurgy, the fuel industry,

and others), ASU-TP's are used inefficiently because of a lack of spare parts.
We must increase spare parts production considerably (to 25 percent of the
volume of production of automation equipment) and create reserves of such parts.
It would be wise to plan to meet the spare parts needs of operating ASU-TP's
on an equal basis with supply of equipment to start-up projects.

In a number of cases the setting up of automated technology is held back by
failure to insure that projects planned for control by traditional methods

and means are technically and organizationally prepared for automation. For
many years automation was thought to be an independent stage of activity

toward which one should move on the basis of using already-existing industrial
equipment. The typical negative aspect of the process of automation at existing
enterprises was (and still is today in many cases) "building on" automation to
existing equipment which is ill-suited for work under conditions of automation
of control. Often even the new equipment proves unsuited for automatic regu-
lation or for the volume of control functions included in the ASU-TP.

As work on automation of control progressed it became increasingly clear, on
the one hand, that it was not wise to switch certain aggregates and processes

- (obsolete or unpromising ones) to automated control and, on the other hand, that
industrial aggregates had to be rebuilt when transferred to automated control.
Progress in the field of automating the control of industrial processes and a
guarantee of its economic efficiency lie not in automating aggregates desig-

- nated for manual control, but rather in setting up automated aggregates and
industrial complexes that are oriented to automated control from the beginning
of their development.

ASU-TP's should be developed parallel with the creation of new technology and
new industrial equipment. To insure that ASU-TP's are launched in operation
together with the launching of production facilities it is necessary to care-
fully plan the times at which ASU-TP's are set up at construction projects
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- and sites being rebuflt. This procedure should he codified by working out
norms and requirements for industrial equipment designated for work in an
automated mode.

Widespread and efficient development of ASU-TP's is possible only if there is
allout standardization of technological concepts, diagrams, and complexes.
When technological diagrams are not standardized the result is greater complexity
- of concepts during automation and difficulties in distributing the system. In
addition, raising the level of technological standardization makes it possible
to reduce the number of design stages and cut the realization time and cost of
the system. Broadening the sphere of rational application of ASU-TP's is also
linked to growth in mass production, the need to insure its smooth rhythm,
and the necessity of increasing the stability of the composition of raw ma-
terials and basic industrial parameters. Many steps toward automation (for
example in ferrous metallurgy) are taken in sections that have significant
equipment downtime, violate production schedules, and suffer constant fluctu-
ations in the content of raw materials.

In order to carry out the measures to accelerate the launching of production
capacities and facilities and raise the efficiency of capital investment as out-
lined in the decree of the CPSU Central Committee and USSR Council of Ministers
on improving the economic mechanism, it is essential to work out a sound approach
to selecting the sites for which ASU-TP's are planned. The determining char-
acteristics when selecting an industrial site to be equipped with a computer-
based ASU-TP and when establishing the class of the particular control system
should, in our opinion, be the following: the future promise of the industrial
process, its degree of refinement and level of standardization from the stand-
points of nature and structure; the dimensions of the unit capacity of the
installation; the value and scarcity of the output produced; the complexity of
the process from the technological and operating standpoints; the frequency,
level, and economic consequences of disturbances that affect the industrial
process; the frequency of changes in the production situation; the level of
supply of monitoring and measuring instruments; and, the nature of internal
(production conditions) and external (marketing conditions) constraints on pro-
duction of output.

Analysis of the tcchnical-economic prerequisites of automation is very important
when selecting a control object. Underestimation of the role of this analysis
may lead to one of the significant shortcomings that have been experienced in
planning the development and use of ASU-TP's in industry. Often the decision

to set up an ASU-TP is inadequately substantiated relative to the particular
site. This relates above all to determining the technological potential of the
site and the potential of control; identifying, evaluating, and analyzing pro-
duction losses related to the level of control; and, evaluating the prepared-
ness of the site for introduction of an ASU-TP.

It is difficult to overcome this problem because the customer, when selecting
the object and determining the level of its automation, is not at all responsible
for the economic and technical wisdom of the decision being made. It appears

that there should be a fundamental re-evaluation of the role and content of the
stage of "technical-economic substantiation of setting up an ASU-TP," in which
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the goals of setting up the ASU-TP are formulated, its structure is laid out,
and interrelationships with the control system are established. Tt is in this
stage, in fact, that the foundatioms should Be laid for the use qualities of
automated control systems that make it possible to guarantee the client that
it will have at least normative economic efficiency.

The number and quality of ASU-TP's are determined above all by national eco-
nomic need for them and the resources of the scientific-technical base. It is
therefore necessary to analyze the national economic need for ASU-TP's in order
to improve the planning and organization of work to set them up. This work is
now done from one case to the next and does not have any kind of scientific—~
methodological substantiation, which leads to great divergences in estimations
of this need. The estimation of sectorial need for ASU-TP's made in 1977 for
the appropriate period revealed that the estimate was several times less than
the one established by earlier estimates done in 1973. The primary reason for
the discrepancies was that during the period of compiling the 1973 estimates
the sectors did not have an adequately clear idea of the essential nature of
ASU-TP's and their jobs and place in the overall system of production control.
When indicating their need for ASU-TP's, the sectors in effect estimated the
need for other forms of automation, including local automation.

needs are overstated or understated as a result of an incorrect estimation of
the technical feasibility and economic wisdom of introducing ASU-TP's for spe-
cific industrial facilities.

The ASU-TP's now being developed and introduced are very diverse both with
respect to scale and nature of problems solved and the functional-algorithmic
structure corresponding to them and ways and means of solving them. Therefore,
in order to estimate the national economic need for ASU-TP's, to plan for setting
them up and provide production resources for this work, and to monitor per-
formance of the assignments of national economic plans the full set of ASU-TP's
should be broken down into subsets (groups) characterized by definite features.
The most significant of these features are the following: (a) mnature of the
occurrence of the controlled industrial processing time — degree of continuity
of arrival of raw material, relative length of particular operations; (b) de-
gree of functional development — complexity of information and control func-
tions realized; (c¢) information output — the number of technological vari-
ables measured or monitored by the ASU-TP.

In our opinion, to improve the planning and organization of work to set up ASU-
TP's and to distribute production resources for automation of control it would
be advisable to work out a system of norms. This system should include norms
for specific capital investment to set up ASU-TP's of different classes, labor
expenditures for different stages of setting up and using them, service lives,
and expenditure of operating materials.

On a national scale it is necessary to conduct factory certification (by "pass-
ports") of the most important types of automatable industrial processes according
to their basic technical-economic characteristics as control objects. This will
make it possible to identify the primary kinds of control objects, group objects
by types, establish the characteristic features of automatable processes, aggre-
gates, and facilities as control objects, and more closely coordinate the
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creation of new technological processes and aggregates with automation of their
control, thus insuring maximum economic efficiency.

In the current phase of development of ASU-TP's, during the period of their
growing distribution, it is necessary to take a large number of economic-
organizational measures related not only to the development of systems (their
organizatjonal structure and preparation of the objects), but also to production
control under conditions of existing ASU-TP's, further development of function-
ing systems, and raising the efficiency of automated control. Many of these
economic-organizational questions are either being decided in an unsatisfactory
manner or simply not considered at all. Thus, there is no comprehensive develop-
ment underway on questions of improving the control system and methods of
planning, monitoring, recording, and analyzing the production-economic activity
of the enterprise under ASU-TP conditions. Proper attention is not being given
to improving control processes under ASU-TP conditions, or to economic stimu-
lation of ASU-TP developers and operations personnel (giving them incentive to
improve the efficiency of control systems).

We do not today have a clearcut system of economic stimuli for the development,
operation, and continuous refinement of ASU-TP's. In most industrial sectors
the wages of automation equipment service personnel are lower than those of pri-
mary production workers. We must eliminate this inequality and increase the
icnentive for production and management personnel to use ASU-TP's efficiently.

Precise organizational forms for managing the development, introduction, and
elaboration of ASU-TP's have not been established at the enterprises. There
often is no specialized subdivision in charge of setting up and elaborating the
ASU-TP. The number of ASU-TP service personnel at most industrial control ob-
jects is inadequate. The monitoring-measuring instrument and automation shops
are inappropriate for the jobs of operating ASU-TP's.

There is no statute on ASU-TP services at enterprises which would establish ap-
propriate legal norms and rigidly define the accountability of the client and
developer during the setting up and use of an ASU-TP. The client is not ac-
countable for formulation of the specific technical~economic goals of setting

up the ASU-TP, for the economic and technical wisdom of the decision he makes,
for timely preparation of service personnel, for general preparation of the
object for work under ASU-TP conditions, and for insuring that the system is

used efficiently. The functions and responsibility of the client during develop-
ment and use of the ASU-TP should, in our opinion, be clearly established in a
special statute ratified by the USSR State Committee for Science and Technology.

Along with other paths to improving ASU-TP's that have been considered, solving
the problems of economic-organizational support of these systems will make it
possible to improve the efficiency of their setting up and use in industry.

- COPYRIGHT: Izdatel'stvo "Pravda". 'Voprosy ekonomiki', 1981

11,176
CSO: 1863/46
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HYBRID COMPUTERS

HYBRID COMPUTING MACHINES AND SYSTEMS: LOCAL AUTOMATED CONTROL SYSTEMS AND
COMPUTER DEVICES

Kiev GIBRIDNYYE VYCHISLITEL'NYYE MASHINY I KOMPLEKSY: LOKAL'NYYE ASU I
USTROYSTVA VYCHISLITEL'NOY TEKHNIKI in Russian No &4, 1981 (signed to press
6 May 81) PP 2, 117-121

[Annotation and abstracts of articles in collection "Hybrid Computing Machines
and Systems: Local Automated Control Systems and Computer Devices", edited

by G.Ye. Pukhov (editor-in-chief), et al., 1zdatel'stvo ''Naukova dumka", 1000
copies, 121 pages]

[Text] Annotation

This collection presents the results of scientific research om the theory,
methods and algorithms for hybrid computation, on the development of computer

and peripheral devices, and on analyzing the accuracy, reliability and diagnostic
methods of hybrid systems. Some problems in developing hybrid local automated
control systems are considered.

The collection is intended for local automated control system and computer
hardware developers, as well as students, graduate students and scientific
workers specializing in the area of hybrid computer technology.

UDC 536.629+681.34

APPROXIMATION OF DYNAMIC CHARACTERISTICS OF OBJECT WITH DISTRIBUTED PARAMETERS
USING RC-NETWORK MODEL

[Abstract of article by G.V. Biryukova and G.V. Yevstratov]

[Text] It is shown possible to obtain a “tromomorphic mgthematical model of an
object with distributed parameters (DP-object) using a hybrid computer system
(HCS) containing a dynamic analog model of the thermal object in question in
the RC-network. An algorithm is given for approximating the dynamic

characteristics of the DP-object using an ordinary second-order differential
equation with a delayed argument. Four bibliographic references.
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UDC 681.33
DIGITAL MODELING OF DISCRETE-ANALOG NETWORK PROCESSOR
[Abstract of article by G.N. Azarov and V.Ye. Prokof'yev]
[Text] Problems of investigating the accuracy of RC-models on pulse-time
adjustable conductances using digital modeling methods are examined. It is
shown that there is no propagation of methodological error in the discrete-
analog network model from node to node, and the methodical exror is obtained

as a function of the model parameters. Two illustrations, one table, one
bibliographic reference.

UDC 681.3

HYBRID DEVICE FOR DEFINING CORRELATION FUNCTIONS OF NORMALLY DISTRIBUTED
STATIONARY RANDOM PROCESSES

[Abstract of article by V.F. Kornilovskiy]

[Text] A device is described for defining the correlation functions of
normally distributed stationary random processes. The device consists of a
digital (sign) correlator and a digital-analog converter. The device uses

series 155 integrated circuits. Four illustrations, three bibliographic
references.

UDC 518:517.944/947

MODELING OF PROCESSES OF INTRA-RESONATOR GENERATION OF SECOND OPTICAL
HARMONIC CONSIDERING TRANSVERSE HETEROGENEITY OF RADIATION

[Abstract of article by A.A. Glushchenko, B.P. Dovgiy, V.V. Obukhovskiy
and V.L. Strizhevskiy]

[Text] Equations modeling the subject generation are investigated numerically
with the combined influence of nonlinear, diffraction and dissipative losses

for various gains. The optimal linearity which provides the greatest intensity
of the second harmonic is found. Four illustrations, 11 bibliographic references.

UDC 681.3.06:681.34

ALGORITHM FOR ANALYZING PATCHING SCHEME OF OPERATIONAL MODULES USED TO
SIMULATE AUTOMATIC PROGRAMMING SYSTEMS FOR ANALOG COMPUTERS

[Abstract of article by A.N. Klimenko]

[Text] An algorithm is described for analyzing the patching schemes of operational
modules in the analog section of a hybrid computer section which can be used to
select the optimal version from the viewpoint of reducing the number of modules
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used in the analyzed circuit. The structure of the algorithm and an example
of its use are examined, and the results are discussed. Two illustrationms,
two bibliographic references.

UDC 62-503.3
SOME ALGORITHMS FOR IMPLEMENTING CONVOLUTION OPERATOR AND THEIR APPLICATION
[Abstract of article by A.F. Verlan' and B.B. Abdusatarov]
[Text] Various questions involvad in the numerical realization of linear
integral operators and Voltaire 2quations of the second sort with arbitrary and
partionable kernel are considered. A series of functional diagrams of special-
purpose computers used to implem:nt integral operators and solve integral
equations are also presented. Seven illustrations, three tables, four
bibliographic references.

UDC 681.33

DEVICE FOR AUTOMATED INPUT OF PARAMETERS OF DISCRETE-ANALOG NETWORK MODEL
{Abstract of article by V.V. Garmash]
[Text] A device for inputting network model parameters and interfacing with the
memory circuit of the node element is examined which can be used to fully
automate the process of inputting RC-network parameters. The device can be
used as the basis for creating a "RC-network -- digital computer" hybrid system.

UDC 681.3.056
WIDEBAND CODE-TIME INTERVAL CONVERTER
[Abstract of article by A.N. Bazhenov and Yu.I. Gerashchenko]
[Text] A converter is examined which uses information from a digital computer
or code assignment device to form a time interval in eight ranges (from 10~7
to 103 sec) in increments of 0.1% of the maximum limit of the range. The con-
verter is implemented using series 155 integrated circuits with minimum hardware.
One table, one illustration, four bibliographic references.

UDC 621.314

ANALYSIS OF INFLUENCE OF AVERAGERS ON CODE-TIME INTERVAL CONVERSION ERROR

[Abstract of article by M.G. Rokhman]

{Text] This article analyzes the influence of buffer averagers comnected to the
input of an adjustable frequency divider on variation of the error of a code-time
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interval converter. The most characteristic combinations of binary sub-
harmonic components of the output frequency of the adjustable frequency divider
are examined. One illustration, four bibliographic references.

UDC 621.317.08
INVESTIGATION OF ROTATION SPEED-TO-PULSE FREQUENCY FEEDBACK CONVERTER
[Abstract of article by V.I. Dotsenko and B.A. Furman]

[Text] This article demonstrates the advantage of modulating the U-factor of the
sensing element of a feedback converter prior to modulating the feedback
coefficient. A method for improving the converter resolution is examined, and
recommendations are given for the choice of frequency and operating clearance.
Three illustrations, two bibliographic references.

UDC 681.34

PROCEDURE FOR CONFIGURING PATCH PANEL WITH MATRIX SWITCHES FOR HYBRID COMPUTER
SYSTEMS

[Abstract of article by V.N. Gugnin]

[Text] This article considers configuration of the patch panel and logical
description of the modules in a device for controlling an automatic patch panel

using structural matrices of acceptable connections between decision modules in

the analog section of a hybrid computer system. The application of the configuration
of the patch panel of two-stage switching circuit is demonstrated using an example.
Eight illustrations, two bibliographic references.

UDC 681.33
NODE ELEMENT OF DISCRETE-ANALOG NETWORK PROCESSOR
[Abstract of article by V.M. Andriyevskiy]
[Text] Questions involved in constructing a node element of a discrete-analog
network processor based on pulse-time zdjustable conductances are considered.
The advantages and disadvantages of these node elements are pointed out, and
ways of improving their accuracy and expanding their functional capabilities
are examined. The functional diagram of a node element with memory devices which

assumes the use of a digital computer to automate parameter setting is proposed.
Three illustrations, six bibliographic references.
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UDC 681.333(088.8)
SIMULATION OF DOMAIN-BOUNDARY FORMATION MODULES USING ALGEBRAIC LOGIC
[Abstract of article by K.A. Babordin]

[Text] The application of the apparatus of algebraic logic is demonstrated for
formalizing the development stage of the circuits used in the domain-boundary
formation modules which make up probabilistic hybrid computer systems which are
oriented towards solving boundary problems. Five illustrations, three
bibliographic references.

UDC 681.326.74
METHODS FOR ORGANIZING DIAGNOSIS OF SPECIAL-PURPOSE PROCESSORS AND DEVICES
[Abstract of article by R.S. Khalatyan]
[Text] This article examines questionms involved in organizing microdiagnosis
of special-purpose processors (SP) and devices using diagnostic instructions

represented by s, ecial microprograms. A generalized SP structure is
presented, along with the sequence used by the special processor to execute

the diagnostics. Besides a two-level (program and microprogram) organization
of SP diagnostics, another version is proposed which combines analysis of the
response of the SP with a procedure for diagnosing it at the microprogram
level. The possibility of diagnosing peripheral devices without operator
intervention is indicated. Two illustratioms, 16 bibliographic references.

UDC 681.326.7

FULLY SELF-VERIFYING TWO-LEVEL CONTROL CIRCUITS FOR m OF 2m+1l AND m+l OF
2m+1 CODES

[Abstract of article by V.V. Neshveyev]

[Text] A simple method is proposed for partitioning a set of code words of an
m of 2m+l and m+l of 2m+l codes into two non-intersecting subsets which allows
for the structure of these codes.

It is fairly easy to use the partitioning obtained to construct fully self-

verifying control circuits for m of 2m+l and m+l of 2m+l codes. One illustration,
five bibliographic references.

UDC 621.382
AUTOMATED MONITORING SYSTEM FOR DISCRETE DEVICES

[Abstract of article by V.V. Antosik, P.M. Demochko and R.I. Krutykh]
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[Text] This article examines an automated control system controlled by an
"Elektronika 100/16I" computer which can be used for functional control of
discrete devices with up to 512 outputs. The functioning accuracy of the
control system with single-output and two-output control circuits is estimated.
One illustration, four bibliographic references.

UDC 658.5;681.3;62-~501.72

METHOD FOR DESIGNING DIGITAL SYSTEMS FOR REGULATING TECHNOLOGICAL PARAMETERS
WITH SELF-TESTING

[Abstract of article by T.G. Mashchenko, O0.I. Potepukh and T.A. Yakovenko]

[Text] This article examines the possibility of self-testing during functioning
of digital systems which regulate technological parameters. Duplication testing
is used to organize system self-testing. A digital system for regulating
technological parameters is used as an example for examining the methodology

of designing self-testing systems. Three illustrations, four bibliographic
references.

UDC 681.324
ESTIMATING EFFICIENCY OF SPECIAL-PURPOSE COMPUTERS
[Abstract of article by Sh.Sh. Agzamov]

[Text] Criteria are proposed for estimating the efficiency of special-purpose
computers which allow for the specific characteristics of the computers, the
problems to be solved, and the specific requirements of practical utilization
of the devices. Allowance is made for limitations on the parameters and the
influence exerted by each parameter on the operation of the device. The
efficiency of special-purpose computers is estimated with respect to a single
abstractly simulated standard structure which has optimal parameters and
solves one specific problem. One illustration, seven bibliographic references.

UDC 681.142.65
\COMPARATIVE ESTIMATION OF ACCURACY AND SPEED OF COMPUTERS IN SOLVING STANDARD
PROBLEMS -~ A REAL-TIME RING TEST
i
[Abstract of article by Sh.Sh. Agzamov]
‘[Text] This article considers problems involved in comparative estimation of
the accuracy and speed of the EMU-10 analog computer and of digital computers

in solving the ring test problem (standard problem) in real time.

A comparative estimate of the accuracy and speed of an M-7000 digital controller
and a digit-analog computer system is made for solving a standard problem using
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the first-, second- and fourth-order Runge-Kutt method. One illustrationm,
five tables, six bibliographic references.

UDC 621.391.175
ANALYSIS OF CONTROL SYSTEM DATA PROCESSING DEVICES
[Abstract of article by G.F. Krivulya and A.A. Ushakov]
[Text] This article examines the organizational principles of data processing
devices in control systems with a "pass-fail" classification of the object.
The estimate and results of computer modeling of different methods of organizing
control systems are presented. Two illustrations.

UDC 621.9.06--529: 681.323

EFFICIENCY OF UTILIZING INTERPOLATION ALGORITHMS IN NUMERICAL PROGRAM CONTROL
SYSTEMS

[Abstract of article by V.D. Baykov and S.N. Vashkevich]

[Text] The use of additional microcircuits to increase the capacity of micro-
processor devices is proposed for numerical program machine tool control systems.
Quantitative estimates are given for interpolation algorithms with and without
additional microcircuits, and the effect of their use is evaluated. A criterion
is cited which demonstrates the possiblity of increasing microprocessor capacity
by using additional microcircuits. Two tables, six bibliographic references.

UDC 681.325.65

AUTOMATION OF ADJUSTMENT OF ELECTROTECHNICAL LSI TOPOLOGY TESTING MODULE IN
SAPR USING SYMBOLIC METHOD

[Abstract of article by V.P. Rubtsov and A.M. Abbsov]
[Text] A method is examined for automating electrotechnical testing of the
symbolic plan and then the topological drawing of large-scale integrated circuits.
The task is reduced to the solution of a system of logical equations. The method
has sufficient technological stability and guarantees complete testing. Three
illustrations.

uDC 681.34
COMPUTER CAPACITY IN EXECUTING FUNCTIONAL DATA TRANSFORMATIONS

[Abstract of article by N.I. Korsunov]

[Text] The capacity of digital, analog and hybrid computers in computing
functions is examined on the basis of the input data transformation rate.
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Relationships are obtained which can be used to determine the capacity of computers
and the necessary memory load. The efficiency of using various types of

- computers for function computation is analyzed, and an example is presented and
used as a basis for obtaining numerical results. Five bibliographic references.

UDC 621.3.019.3

SPECIAL STAGE IN OPERATION OF DIAGNOSTIC AUTOMATIC PROCESS CONTROL SYSTEM
ACCOMPANIED BY MANIFESTATION OF DEFECT

[Abstract of article by V.P. Shargovskiy and 5.A. Strel'tsov]

[Text] A technical diagnosis stage is isolated -- from the instant the
occurrence of a defect is registered to the instant the tested object and the
technical devices associated with the diagnostic automatic process control
system are disconnected. A justification is provided for the importance of
accelerating preliminary locations of a defect of the tested object as a whole,
or the automatic process control system as a whole. Two illustrations, three
bibliographic references.

UDC 681.33
SYNTHESIS OF OPTIMAL DIGITAL-ANALOG REGULATOR FOR CONTROLLING THERMAL OBJECT
[Abstract of article by G.V. Yevstratov]
[Text] This article provides a brief review of different approaches to
synthesizing optimal control of thermal objects, noting their shortcomings.
Based on the example of synthesizing a digital-analog regulator which is
optimal in terms of speed it is shown that this problem can be solved efficiently
on a hybrid computer system containing a dynamic model-analog of the thermal
object in the RC-network circuit. Four illustrations, eight bibliographic
references. '

UDC 62-83

TECHNICAL LINEARIZATION OF CONTOURS OF DIRECT DIGITAL REGULATION ‘
(Abstract of article by A.I. Ovcharenko]
{Text] An original device for technical linearization of direct digital

regulation systems is investigated; speed and error characteristics are
obtained. Three illustrations, two bibliographic references.
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UDC 62-50-503

PARAMETRIC IDENTIFICATION OF HIGH SPEED AUTOMATIC REGULATION SYSTEﬁ CIRCUITS
WITHIN CLASS OF LINEAR IMPULSE MODELS

[Abstract of article by A.I. Ovcharenko]

[Text] An approach is proposed for synthesizing digital automatic regulation
systems based on a priori knowledge of the parameters of the linear analog
system-model. Criteria are proposed for the correspondence of the impulse and
continuous models and parametric identification of the impulse linear model is
done. The condition for suppressing periodic modes caused by level quantization
in the analog-digital converter is obtained. Two illustratioms, six bibliographic
references.

UDpC 681.3.02
ARRANGEMENT OF COMPONENTS ON PRINTED CIRCUIT BOARD SUBJECT TO VIBRATION
[Abstract of article by E.N. Rybnikov and A.TI. Khyannikyaynen]

[Text] This article examines the problem of optimal arrangement of electronic
radio components on a circuit board subject to vibration. A foundation is

.

provided for the optimization criterion -- probability of failure-free operation.
The problem is stated in general form, and limitations are formulated. Five
bibliographic references.

COPYRIGHT: Izdatel'stvo ''Naukova dumka", 1981
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UDC 681.3.06:681.34

ALGORITHM FOR ANALYZING PATCHING SCHEME OF OPERATIONAL MODULES USED TO
SIMULATE AUTOMATIC PROGRAMMING SYSTEMS FOR ANALOG

Kiev GIBRIDNYYE VYCHISLITEL'NYYE MASHINY I KOMPLEKSY: LOKAL'NYYE ASU I
USTROYSTVA VYCHISLITEL'NOY TEKHNIKI in Russian No 4, 1981 (signed to press
6 May 81, manuscript received 10 Jan 80) pp 20-23

{Article by A.N. Klimenko from book "Hybrid Computers and Systems: Local
- Automatic Control Systems and Computer Devices", edited by G.Ye. Pukhov
(editor-in-chief) et al., [zdatel'stvo "Naukova dumka', 1000 copies,

121 pages]

[Text] 1In designing hybrid computer systems (HCS) with automated analog computer
programming systems (AACPS), the problem of arranging the operational units of
the analog section in the HCS design units, or modules, must be resolved [1].

The quantitative and qualitative makeup of the HCS modules combined by a common
hierarchical switching system, and of the problem set [2], must be established
a priori in each specific HCS during the design process. In order to minimize

- developmental hardware costs without limiting the functional capabilities of the
future HCS with AACPS it is necessary to make a preliminary analysis of the
operational unit patching schemes synthesized by the AACPS for various mathematical
descriptions of the systems of differential equations to be solved. As a result,
this analysis should provide material for optimal arrangement of the operational
units by modules and to determine the nature, type and number of connections
between operational units within and without a module.

This article describes an algorithm for analyzing the patching circuits of
operational units in the analog section of an HCS. The structure of the algorithm
and an example of its utilization are examined, and the results are discussed.

The criterion for optimal arrangement of operational units in modules is an
indicator which makes it possible to concentrate operational units in each module
- which have the maximum number of interconnections and minimal interconnections
with units which are part of other modules.

The unit combination efficiency indicator

v=r/(r+ s), (1)
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where r is twice the number of interconnections between the operational umits
which are proposed to be contained in a single module; s is the number of
external connections of these units.

Figure 1 shows the flowchart of this algorithm. The initial data for the program
consists of the following files: string array SMT[1:T] -- the module composition
by types of operational units; integer array SMK[1:T] -- module composition in
terms of number of like operational units; boolean array P[1:N,1:F] -—- an ordered
file of connections between operational units in the circuit being analyzed;
string array MS[1:N] -- an ordered file of the operational unit types which are
part of the circuit being analyzed.

Here N is the number of operational units in the circuit; F = N + Q, where Q is
the number of nonstructural inputs and outputs in the operational unit patching
circuit.

- Block PMl executes the following operations:

-- converts file SMK to an analogous file MKT [1:KRT] by removing those
operational unit types from SMK which are not used in the circuit being
analyzed;

—- forms file MN [1:KRT], which contains information about the maximum number
of different types of operational units in the circu’t being analyzed;

-- computes M, which is the maximum attainable number of operational units in
the module for a particular circuit;

- -- pads files RP and SP [1:N] with values of rj and sj computed by file P
for each operational unit.

Block EF1 computes the efficiency of combination for two operational units
connected directly to one another.

Block EF2 computes the efficiency of combining MTEC = 3, 4, ..., M operational
- units in a module. The combination of operational units in the circuit which
are acceptable from the viewpoint of qualitative and quantitative module
composition are examined for each value of MTEC, and file KORD [1:N(M-2)] is
used to store the combination with maximum e!ficiency which contains that
operational unit for each of the N operational units. File EF 2 [1:N(M-2)]
stores the current maximum efficiency values achieved during the sorting, while
file KORD stores the coordinates of the combined operational units.

If this section of the algorithm were to be implemented on the basis of a
combination generator with complete trial and error, the time expended would
be estimated by the number

KC = § ClTEC, (2)

MTEC=3
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Figure 1.
Key:
1. start 9. MTEC: =2; assign initial value
2. initialization and data POl
input block 10. assign initial value of PO2
3. yes 11. assign initial version for
4. no file RE
5. set initial combinations 12. PO2 improved?
6. combination acceptable? 13. end of alternate?
7. end combination 14. assign new version
8. set next combination 15. POl improved?
16. end

The number of trials is reduced by supplementary analysis of the conditions for
placing an operational unit in a module allowing for limitations with respect
to number and type contained in files MN and MKT.

After eliminating identical combinations from file KORD, block PM2 forms binary
file NOM [1:MIKON[M-2]], whose boundaries are stored in file MIKON [1:(M-2)] for
each value of MTEC, for each value of MTEC. These are then used as the values
of the variable IKON.
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The next segment of the flowchart of the algorithm processes file NOM, which
contains the set of combinations which can be used as the basis for organizing
modules. Some of these combinations form nonintersecting sets, i.e., they
contain different operational-unit numbers which are assigned to the operational
units during synthesis of the functional diagram. These combinations correspond
to maximal utilization of the capabilities of the hardware content of the
modules when they contain the operational unit of a specific circuit. The
choice of combinations which are nonintersecting sets in the aggregate is not
unique. The algorithm selects as optimal the version which corresponds to one
of the maximal numbers of nonintersecting sets. This version provides the
minimum number of residual combinations at the same time. These occur as the
result of eliminating the operational-unit numbers which belong to the non-—
intersecting sets from the combinations which comprise intersecting sets. The
residues, which are subsets, are eliminated. Finally, the number of design
modules fitted in a particular circuit will be minimal.

Figure 2.

File RE [1:IKON] is used to store the intermediate results. The final results for
oach value of MTEC are stored in file REO [L:IKON]. The optimal final result of
all MTEC values obtained is selected. This is entered in file REOPT [1:IKON].
These files are formed by blocks BFl, BF2 and BF3. Optimality indicators POl and
PO2 are used in searching for the optimal version.

The program which implements this algorithm is written in PL/I and includes only
300 operators. The debugging was done on a YeS-1020 computer. Program translation
and editing requires 9 minutes. The example presented below was solved in 2 minutes.
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The functional diagram of the operational unit patching scheme shown in
Figure 2 is used as the example.

Example. Initial data: SMT [1:T] =C, H, ¥, U, SMK [1:T] = 2, 2,3,2; N = 11;

F = 23; P[1:N,1:F] = 0,0,0,0,1,1,1,0,0,0,0,1,0;0,0,0,0,0,1,1,1,0,0,0,0,0;0,0,0,
1,0,0,0,1,1,0,1,0,0,;0,0,1,0,0,0,0,0,0,0,1,0,0,;1,0,0,0,0,0,0,0,0,1,0,0,0;1,1,
0,0,0,0,0,0,0,0,0,0,0;1,1,0,0,0,0,1,0,0,0,0,0,0;0,1,1,0,0,0,0,1,1,0,0,0,0;0,0,
1,0,0,0,0,1,1,1,0,0,0;0,0,0,0,1,0,0,0,1,0,0,0,1;0,0,1,150,0,0,0,0,0,1,0,0.

Results:
v
M = 4; KRT = 2; MKT [1:KRT] = 2,2;
MN [1:KRT] = 6,11;
RP [1:N] = 0,0,0,0,0,0,2,2,2,0,2;
SP [1:N] = 4,3,4,2,2,2,2,3,3,3,2;
MIKON [1:(M-2)] = 5,11;
MTEC = 3;
NOM [1:5] = 1,5,7;2,6,7;3,4,11;3,8,9;5,9,10;
EF2 [1:5] = 0.600; 0.666; 0.800; 0.714; 0.600;
REO (1:5]) = 2,6,7;3,4,11;5,9,10;1;8;
- MTEC = 4;
NoM [1:6]) = 1,2,7,8;2,6,7,8;3,4,8,11;3,5,8,9;3,4,4,9,11;1,5,7,10;
EF2 [1:6] = 0.625; 0.714; 0.800; 0.625; 0.800; 0.615;
REO [1:6] = 3,4,9,11;1,5,7,10; 0; 2,6,8;0;0;
REOPT [1:6} = 3,4,9,11;1,5,7,10;0;2,6,8;0;0.

The dotted lines in Figure 2 set apart the sections of the circuit which the
program placed in different design modules in accordance with the data held
in file REOPT.

In terms of the number of combinations tried, the following results were obtained
for this example. With a complete exhaustive search of (2)

i

KC = €317 + C%;p = 165 + 330 = 495.

[y

Considering the limitations included in the algorithm, this number of combinations
was

KCrrync = 151 + 199 = 350.

t
The number of combinations for which the efficiency is computed is

Kcaccept = 135 + 150 = 285.
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It follows from this data that in this example when exhaustive search is used,
210 combinations are unacceptable, while 65 are unacceptable for the truncated
- search.

We nmote in conclusion that repeated application of this program to different
functional diagrams of operational unit patching makes it possible to work out
an optimal composition of modules for a given class of problems solved by an
HCS, and to obtain statistical data for equipment loading and configuring
automatic HCS patching systems.

BIBLIOGRAPHY

1. Hannauer, G. Automatic patching for analog and hybrid computers.
Simulation, 1969, 12, N 5, p. 219-232.

2. Kalashnikov, V.I., Klimenko, A.N. "Approach to creating automatic patch
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i primeneniye neodnorodnykh vychislitel'nykh sistem: Materialy seminara"
[Theory, Software and Application of Heterogeneous Computer Systems:
Seminar Materials]. Moscow, December 1973. Moscow, Izdatel'stvo MDNTP,
1973, pages 153-158.
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UDC 681.326.74
t
METHODS FOR ORGANIZING DIAGNOSIS OF SPECIAL-PURPOSE PROCESSORS AND DEVICES

Kiev GIBRIDNYYE VYCHISLITEL'NYYE MASHINY I KOMPLEKSY: LOKAL'NYYE ASU I
USTROYSTVA VYCHISLITEL'NOY TEKHNIKI .in Russian No 4, 1981 (signed to press
6 May 81, manuscript received 11 Jan 80) pp 56-59

[Article by R.S. Khalatyan from book "Hybrid Computers and Systems: Local
Automatic Control Systems and Computer Devices", edited by G.Ye. Pukhov
(editor-in-chief) et al., Izdatel'stvo "Naukova dumka", 1000 copies,

121 pages]

[Text] The extensive use of microprogramming in computing practice has led to
the development of diagnostic methods with improved localization capacity. Based
on analysis of computer microdiagnostic procedures (microprogrammed diagnostics),
the item [1] isolates methods of implementation which use programs of
instructions which comprise the instruction system of the computer being
diagnosed, as well as special microprograms. :

It should be noted that certain assumptions limit application of the methods
considered in [1]. For example, the remark in [2] with respect to the implicit

- assumption that micro-operations can only "disappear" is valid. We might add
that the method proposed in [1] for obtaining the set of micro-instructions
-which makeup a special diagnostic microprogram facilitates obtaining micro-
instructions with compatible micro-operations; however, the question of
selecting those micro-instructions which would satisfy the "observability"
condition defined in [3] still remains unresolved.

The results of [4,5], which examine an'unspooling' procedure which can be used
to define a special microprogram, agree with the transportability and
observability conditions in [3]. However, these articles examine discovery
for an autonomous device. The case of asynchronous devices, for all of which
transportability condition must be met in diagnosis, is omitted.

Articles [6-8] are practical examples of microdiagnostics executed by special
microprograms for devices interfaced with computers. However, these articles
resolve the problems of diagnosing omnly individual sections, rather than the

entire device. For example, [7] develops a flag for loss of data occurring due
to loss of synchronization signals for a disc controller.
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The development of computer peripherals and increased requirements for repairability
make it necessary to work out methods of organizing diagnostics with application

to broad classes of interfaced devices. One such class consists of special-

purpose processors (SP) for processing data files. Analysis of SP development
carried out in [9- 16] allows us to isolate the following common structural
properties:

-- the presence of communications devices which facilitate two-way communications
between the SP and central processor, as well as the arrangement of controlling
the exchange of control words and operands with the CP;

-- the presence of two asynchronous microprogrammed controllers, one of which
operates with the controller and the other with the arithmetic device;

—-- indexed addressing of data read from or written into random-access memory
(RAM) ;

~-- data verification;

-- the availability of words for controlling conversion of data read from or
written into RAM.

We note that the presence of a buffer makes it possible to combine data
process and input, while the bucket-brigade principle allows m data to be
processed simultaneously (where m is the number of stages in the brigade),
thus providing rapid input.

SP data input begins after servicing the interrupt request sent by the controller
to the central processor through the communications device. In addition to the

interrupt request, the central processor recognizes the operating status of the
SP and its availability.

These features make it possible for the SP diagnostic system to use its MUU
[microprogrammed controller] with special microprograms designed for micro-
diagnostics. When this is done, the microprograms will be used as diagnostic
instructions, allowing the central processor access to these microprograms and
writing in RAM the SP responses to the input sets from RAM, producing an
interrupt request.

The constant addresses intended for predefined control or check information are
often used to write the SP responses in RAM. These may be used continuously

for the nondiagnostic operating mode of the SP, e.g., writing the SP responses
according to the ASK [expansion not given] address. Then the constant addresses
are used in order to avoid using unchecked address formation schemes.

In organizing diagnostics for arithmetic unit schemes using the bucket brigade
data processing principle, data is taken from all stages of the brigade, making
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large combination circuits making up the brigade checkable.

i The SP systems testing mode can be augmented with microprograms which are used
! to test the SP autonomously when the central processor is busy.

When servicing an interrupt request, the central processor sends the SP a
diagnostic instruction which enables a microtest microprogram which checks the
unchecked part of the SP. Microprogram level, either pre-prepared data

needed for the test is read from RAM, or internal test micro-operations are
executed, after which there is an interrupt request which flags completion of
the microtest. After the interrupt request is serviced, the central processor
analyzes the response in order to localize trouble in the section checked by
the microtest.

Figure 1 shows the component parts of an SP and the diagnostic hardware, where

the dotted line indicates the following devices which operate in the diagnostic
mode: 1 —- central processor; 2 -- RAM; 3 -- communications device; 4 -- controller;
5 —- microprogrammed operand and control word controller; 6 -- RAM address

formation circuit; 7 -- data verification formation circuit; 8 -- central
processor—--SP data exchange format converter; 9 -- microprogrammed operand
processing controller; 10 -- flag register to coordinate work between the two
microprogrammed controllers; 1l -- register for transmitting operands to processor;
12 -- bucket-brigade processor; 13 -- operand and intermediate result buffer;
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14 -- result register; 15 -- section of communications device which receives

diagnostic instructions;

16 -- section of controller which allows SP to

operate in diagnostic mode in case of malfunction; 17 —- section of controller
which allows unformed addresses to be used for writing into RAM; 18 -- switching

control for transmission of data from bucket brigade stages;

19 -- section of

microprogrammed operand processor used to store microprograms which control

autonomous diagnostics for processor.

Figure 2 shows the sequence

in which the SP diagnostics are executed:

1 —- preparation of operands for diagnostic instructions and area of RAM where
SP responses will be written; 1' -- M"available" SP state; 2 —— execution of
microtest microprogram; 2' -- CP awaits completion of microtest; 3 -- analysis

of SP response in order to localize trouble;

3' —- SP "interrupt" status.

(1) (5)
Pooma  Mgggma
i}
( )&mummw&m &mwrmmmmmammm(6)
2 mwwmﬁmwwul FGOLHACTIUYECKOD KOMOHDN
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Figure 2.

Key:
1. central processor
2. execution of diagnostic
instruction
3. analysis of SP response
4. request servicing

This is a two-level organization of the SP diagnostics.
procedure and analysis of results are activated

5. operation of SP
6. enable diagnostic instruction

microprogram
7. interrupt request
8. SP free

The actual diagnostic
at the program level, while the

procedure itself occurs at the microprogram level.

It is also possible to obtain a two-level organization for the

case in which

only the diagnostic procedure is activated at the program level, and the

procedure and its analysis are activated at the microprogram level.

microprogrammed controller must

Then the

be able to fetch both micro-instructions and

constants (as is done in the '"Nairi" machines) and to compare particular bits

of the constant used for the standard with the response being tested.

With this

microprogrammed controller design, trouble can be localized using the indication
of the microinstruction address, after which the comparison is made and the
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operation of the microprogrammed controller stops if the standard and the response
do not match. This sort of SP microdiagnostic organization is possible when the
microprogrammed controller has enough memory to store the standards. In general,
when special microprograms are used for SP microdiagnostics both with and without
combination, the problem arises of limiting the amount of microprogrammed
controller memory allocated for them.

When special microprograms are used as diagnostic instructions, the diagnostics
have the advantage that the SP is tested in real time without changing the
machine cycle in either the central processor or the SP.

Real time testing makes it possible to determine such time parameter deviations
in the SP operation as the SP--central processor connect time after an
interrupt request initiated by the SP is serviced. One example of detecting

a violation of synchronization in the operation of two devices in the SP

(in other words, the occurrence of a critical state) is the construction of a
microprogram which tests the conditions which occur after these devices have
operated. In general, the problem of constructing a diagnostic SP microprogram
reduces to the problem of accommodating, in the limited microprogrammed controller
memory, the diagnostic microprograms of individual SP sections which are
diagnosed in a defined sequence (for example, using the "unspooling' method).
The diagnostic microprogram designed to control the diagnosis of a particular
class of malfunctions in an individual section of the SP together with the
hardware associated with this section must have a self-diagnosing capability.

Representing diagnostic microprograms with diagnostic instructions makes it
possible to use them in sections which operate under the control of the
diagnostic monitor, which makes it easier to control the section. This
organization was used in developing the diagnostics for the SP which works in
the YeS~1045 computer system. The format of the diagnostic instructions
corresponds to the format of the channel instructions used in the Unified
Computer System.

In conclusion, we note the possibility of organizing a "closed" procedure
(without operator intervention) for diagnosing a peripheral processor or
peripheral devices. In doing this, the computer must have an error bit which
corresponds to the malfunctioning peripheral which, when the operating system
sets a fault flag, fetches the program for diagnosing the malfunctioning device

from external storage.
R
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UDC 681.33
SYNTHESIS OF OPTIMAL DIGITAL-ANALOG REGULATOR FOR CONTROLLING THERMAL OBJECT

Kiev GIBRIDNYYE VYCHISLITEL'NYYE MASHINY I KOMPLEKSY: LOKAL'NYYE ASU I
USTROYSTVA VYCHISLITEL'NOY TEKHNIKI in Russian No 4, 1981 (signed to press
6 May 81, manuscript received 10 Jan 80) pp 99-102

[Article by G.V. Yevstratov from book "Hybrid Computers and Systems: Local
Automatic Control Systems and Computer Devices", edited by G.Ye. Pukhov

(editor-in-chief) et al., Tzdatel'stvo "Naukova dumka", 1000 copies,
- 121 pages]

[Text] The investigation of heat- and mass-transfer systems requires solving
analysis and synthesis problems. 1In solving analysis problems, the

stability and performance of the system in question must be determined. Since
the main tasks of design are to select optimal object parameters (parametric
optimization) and to synthesize a system for contiolling the object, the
synthesis problem consists essentially of selecting the structural diagram of
the system, its parameters and technical implementation such that the required
control performance is provided.

The methods used to control objects derend upon the available data. Since it
is impossible to obtain complete information on the status of heat- and mass-
transfer processes under actual conditions, the problem of synthesizing optimal
control of these processes with incomplete measurement is also urgent when all
types of limitatioms are manifested in the optimal process, in terms of both
the output coordinates of the object and the control action. The latter
includes problems involved in investigation and synthesis of thermostatting
systems. )

The Department of Automation and Telemechanics at Khar'kov Polytechnical
Institute imeni V.I. Lenin has been working for geveral years on synthesizing
optimal control in' heat- and mass-transfer systems with incomplete measurement,
and on solving direct and inverse thermal conductivity problems which are very
close to optimization problems in three directions.

The first direction ir solving these problems using RC-network models which

implement a numerical method is universal. It can be used to model boundary
problems of field theory in any statement for bodies with complex boundaries
with sufficient accuracy, and is in terms of many indicators competitive with
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digital computers. Since the electrical time in RC-network integrators is
many times smaller than the actual thermal time, comprising a fraction of a
second, RC-models are automated. This favorable feature reduces the labor
involved in reaching a solution. One shortcoming of this method is the
increased complexity of the hybrid computer system and its reduced reliability
as the requirements for solution accuracy increase.

The second direction of solving such problems encompasses a narrower group of
objects for which, allowing for their singularities and using several
insignificant simplifications and the choice of a coordinate system, it is
possible to find a mathematical model which describes that object with the
required accuracy. Furthermore the mathematical model is sought in the form
of a system of algebraic equations which is suitable for solution by computer
using numerical methods, or which can be solved analytically. This approach
was used in [1] for the optimal arrangement of heaters along the surface of a
chamber, and for using them as the basis for synthesizing a hybrid computer
system for solving optimization problems and direct and inverse field theory
problems; of the thermostat with assigned limitations on the temperature drops
- across the thermostat chamber [sic ~- Tr.].

The third direction in solving optimal control problems is examined in [2,3].

A number of qualitative and quantitative criteria are used to select a

solution method and means for its numerical implementation. As was shown

in [4], the conclusion of the advantage of numerical methods should not impede the
development of analytical methods, which have the undisputable advantage that

they can be used to obtain a numerical solution at a given point at a given
instant. If an analytical solution can be implemented by computer, and if the
accuracy, cost and time of the solution are comparable to the analogous values

for a solution obtained numerically, the analytical solution is preferable..

Let us consider the synthesis of a digital-analog system for solving optimal
control problems in more detail.

Figure 1 shows the functional diagram of a hybrid computer system for
investigating RP-objects [expansion not given]. This setup includes the
following basic elements: digital-analog network model -- RC-network; boundary

and initial condition assignment section; time interval formation section; digital
control and readout device; data measurement and display device and regulator
model which, in turn, consists of th-: regulator itself, a reference-input element,
actuator, repeater and sensor.

The structure and operation of sections (5), (7), (8), (9), (10) and (11) is
described sufficiently completely in [5,6,8].

The main element in the hybrid computer system is the passive RC-network, which
serves as the dynamic model-analog of the RP-object of control. This network
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Figure 1. Figure 2.
Key:
1. reference-input element 1. reference-input element
2. regulator 2. regulator
_ 3. sensor 3. 1IU [expansion not given]
4. repeater 4. correction device
5. boundary condition 5. actuator
assignment section 6. data display device
6. actuator 7. RC-network
7. discrete—analog network 8. sensor
model 9. repeater
8. data measurement and display
device

9. time interval formation unit
10. digital control and readout’
device
- 11. initial condition assignment
section

integrates the equations which describe the dynamics of the thermal field in
the area in question. As a result of integrating the original equation, the
RC-network forms the current values of certain components of the state vector
of the controlled object. For example, the RC-network defines the nonstationary
thermal state of elements of the construction when entering the thermostat mode.

The boundary condition assignment section or actuator of the regulator produce
the inputs -— currents and voltages -- applied to the RC-network; these serve as
the analog of the controlling thermal action.
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Let us consider a special case which is fairly important and often encountered
in applications: this is the case of optimal control, in terms of speed, of an
RP-object when the end state of the object is reached at the maximum value of
the control action, and arbitrary limitations are placed on its output
coordinates and on the control actions. This condition is characteristic for
transient operating modes of most thermal objects. This causes stabilization
sectors to occur in the control which correspond to movement of the controlled
: object along the boundary of the region of acceptable parameters. The control
has maximum value everywhere (except for special sectors), i.e., it is on the
boundary of the region of acceptable states. This feature of this class of
optimal control problems makes it possible to obtain solutions using a hybrid
computer system with the proposed structure.
i
In order to obtain a solution to the optimal problem, the operation of the
' system is organized as follows. If the state vector is located within the
Qy—domain of acceptable parameters, the regulator allows the maximum tolerable
gontrol actions to be output to the RC-network. As soon as the boundary of
the Q,-domain is reached, the regulator corrects the GU [expansion not given]
such that the maximum values of the monitored parameters are not exceeded.
Thus, the problem of the synthesized optimal regulator is to organize movement
of the model-analog of the controlled object along the boundary of the region
of acceptable values. In solving this problem, the regulator and the DASP
[expansion not given] represent a closed system which keeps the output
coordinates of the controlled object at acceptable levels.

Figure 2 shows the functional diagram of an optimal regulator with manual

optimal solution search. Manual optimal solution search in a closed control
system assumes the presence of an operator. The person using the data display
device to observe the transient process on the object keeps the output coordinates
of the object at acceptable levels. The operator does this by means of the
correction device, which acts upon the regulator for T,,, starting with output

of pulse 1 (decision time) from the digital control and display device (cf. Figure
1). For time T,,, the regulator outputs maximum control action to the actuator
and then to the ogject. After that, ordinary (e.g., proportional) regulation
begins, which optimizes the error.

The operator's task is now to use the model with the help of the correction
device to find a duration Tzap experimentally such that the curve of the
transient process is optimal.

The actuator in a thermostatting system is a controllable reversible thermopile
in which, depending upon the magnitude and sign of the input current, the
thermopile isolates heat or cold with the appropriate magnitude {sic -- Tr.].
The electrical analog of the thermopile is a controllable reversible stable-

current source operating into a grounded load (Figure 3). The stable current
source uses a single JUT402A integrated circuit, which is an operational
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amplifier with simultaneous negative and positive feedback. Its output
current depends upon the input voltage

The regulator implements the following control principle::

P = Ppax = const, 0<t < Tzap:s

P = ekpkt = var, t > Tzap;

B where t is time; T,,, is delay time in connecting negative feedback, i.e., the
amount of time the tgermopile operates at maximum power Pp,y; € is the
regulation error; kp is the regulator gain; k. is the gain of the thermopile.
Time Tzap is measured by the IU (cf. Figure 2).

Figure &4 shows the functional diagram of an optimal regulator which automatically
finds an optimal solution. Here information about the state of the object is
continuously input to the limitation section (8). If even one of the state
parameters of the object of control is too high, the limitation section acts

upon the correction device with memory (7) which reduces Tzap by one step.

During the next solution period ) the process is repeated, continuing until
the state parameters of the object exceed their bounds.

Since an RC-network hybrid computer system is a repetitive-solution model,
it can easily be used to implement this iterative method of solving these
?roblems. The use of iterative methods eliminates dynamic error and
increases the accuracy of the sought results.

Research has indicated that the solution to a problem on a search-type device

is obtained as the result of n iterations. However, the total solution time due
to search does not increase significantly. This is because of the high speed of
an RC-network hybrid computer system.

In conclusion, we note that the structure of this hybrid computer system allows
it to be used to solve more complicated control problems, including those which
are characterized by the presence of several output coordinates of the object
which have different simultaneous limitations. '
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Figure 3. } Figure 4.
Key:
1. reference-input element
2. regulator
3. actuator
4. RC-network
5. sensor
6. repeater
7. correction device with memory
B 8. limitation section
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OPTICAL PROCESSING

HOLOGRAPHY AND OPTICAL PROCESSING OF INFORMATION: METHODS AND APPARATUS

Leningrad GOLOGRAFIYA I OPTICHESKAYA OBRABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 2, 235~ 236

[Annotation and table of contents from the collection "Holography and Optical
Processing of Information: Methods and Apparatus"”, edited by V. G. Skrotskiy,
B. G. Turukhano and N. Turukhano, Izdatel'stvo Leningradskogo instituta yadernoy
fiziki, 500 copies, 237 pages]

[Text] The 12th All-Union School on Holography was held according to the plan of
the Council on Holography attached to the Presidium of the USSR Academy of Sciences
and was organized by the Moscow Order of the Red Banner of Labor Physicotechnical
Institute.

The following institutions participated in preparation and publication of the
proceedings of the 12th All-Union School on Holography: the Leningrad Institute
of Nuclear Physics imeni B. P. Konstantinov, USSR Academy of Sciences, the Moscow
Order of the Red Banner of Labor Physicotechnical Institute and the Order of Lenin
Physicotechnical Institute imeni A. F. TIoffe, USSR Academy of Sciences.

The 12th All-Union School on Holography was held at Pasanauri.

Leading Soviet scientists and engineers assembled at the All-Union School to dis-
cuss the latest advances in holography, quantum electronics and recording media

for recording holograms.

The proceedings of the 12th All-Union School on Holography are of interest for a
wide range of scientists and engineers specializing in the field of holography.

The organizing committee of the school is grateful to the participants who read
such interesting reports and presented them for publication in this collection.

Contents Page

1. N. B. Baranova, B. Ya. Zel'dovich, V. V. Shkunov and T. V.
vakov'leva, Theory of Restoring Fields by Three-Dimensional
Holograms and Spectral-Angular Distortions 3-38
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A. I. Sokolovskaya, Recording, Restoration (Conversion) of the
Light Wave Front and Self-Focusing--New Effects in Stimulated
Raman Scattering of Light

K. G. Predko and V. G. Senchenko, Information Characteristics of
Fresnel Holograms When Producing Images Through Scattering Media

V. B. Nemtinov, The Structure and Quality of the Holographic
Process

V. A. Zubov and A. V. Krayskiy, Recording and Processing of
Modulated Optical Signals

G. R. Lokshin, The Principles of Correlation Filtration in
Holography

V. A. Soyfer, M. A. Golub and A. G. Khramov, The Possibe and
Impossible in Digital Holography
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of Moving Objects
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Reflecting Objects
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graphic Visualization of Underground Objects

K. B. Gendovich and K. S. Sto&anova-Pushkarova, Processing
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Colinear and Bragg Light Scattering on Elastic Waves in Crystals
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Seismic Images

Ye. I. Shterkov, Dynamic Echo-Holography
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of Measuring the Temperature Coefficient of Linear Expansion of

Anisotropic and Isotropic Materials by the Holographic Interferom-

etry Method
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upc 778.38

RECORDING AND PROCESSING OF MODULATED OPTICAL SIGNALS

Leningrad GOLOGRAFIYA I OPTICHESKAYA OBRABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 86-92

[Article by V. A. Zubov and A. V. Krayskiy from the collection "Holography and Op-
tical Processing of Information: Methods and Apparatus", edited by V. G. skrod-

- skiy, B. G. Turukhano and N. Turukhano, Izdatel'stvo Leningradskogo instituta
yadernoy fiziki, 500 copies, 237 pages]

{Text] The use of a transient reference wave with linear variation
of frequency through the cross-section permits one to achieve to-
tal recording and processing of a modulated optical signal. These
problems were considered theoretically for monochromatic radiation
in [1, 2]. Experiments on recording this signal are considered in
this paper and the operation of schemes that permit one to find
the structure of the signal and its spectrum with resolution con-
siderably exceeding the width of the laser spectrum and which
reaches fractions of a hertz are considered in this paper.

A diagram of a two-channel experimentzl installation is presented in Figure 1.
Laser emission after diaphragm D1, which limits the homogeneous section of the
wave, is divided into two parts by mezns of a prism PR. A transient wave having
the following form in the recording plane is shaped in one channel formed by dia-
phragms D2 and D3 and the telescopic system L1 and L2 with quasi-linear motion of
the components of Ll [3]: '

AURY> r“"“"{"‘.‘"a,“ Ldrﬂ),ﬂ%%i**f} | (1)

where K is the number of the specific radiation mode, the total number of modes i
N, €ak is amplitude, wy is the mean frequency and ag(t) is the random phase of
this mode. The second channel formed by the telescopic system L3, 14 and mirror

3 is the working channel. The signal is modulated in the mean focal plane of this
telescopic system. The effect of the object is modulated by an interrupter disk M
in the experimental circuit. Part of the emission of the working channel is de-
flected by a semitransparent plate to photodetector FEU and is further recorded on
an oscillograph OSTs so as to have information about the amplitude modulation of
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the signal being recorded. The radiation from the working channel impinges on the
recording plane xy and the direction of propagation is described by a cosine
cosfxs. The field from the object has the form:

. N .
E, (x,t)"):_' €45 Eo(t) exp [—iw,t'o Lag ('t)ﬂ.%’!x cos 9,9] , (2)

where s is the number of the individual laser emission mode and gg(t) is the com-
plex amplitude that describes signal modulation. If ordinary conditions are ful-
filled, a hologram with amplitude transparency consisting of two components is
produced: a component related to a constant glow from two channels and a component
with information about the signal. This hologram can be exposed within a limited
time T since optical system Ll and L2 should operate in paraxial approximation when
the reference wave is formed. As a result of averaging the information, only terms
with s = k make a nonzero contribution during recording. As a result we have

T2 , .
t(x) "’j € ].g' ‘on E:@*P{L% X-€05 By - L%‘;’xt] dt +

A (3)

+ complex integratior

ocu
d3y
Xy
6,
] 4 . 2 -
T Figure 1. Diagram of Experimental Installation for Recording Modulated

Optical Signals

@

Upon restoration the hologram G is illuminated by a plane laser emission wave (Fig-
ure 2) consisting of M modes and the mean direction of propagation is given by a
cosine--cosOyp '

Ep(x,t)—rglﬁpmexp[-i.wml*Lﬁmlt)’Lgél‘c"_sglm] . (@)

where m is the number of the mode. All calculations were made in Fresnel
approximation. :
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¥y B L

Figure 2. Diagram of Restoring the Structure of a Modulated Signal

Optical system L5 performs the operation of Fourier transformation in the restora-
tion phase. Let us take into account that |ug - | <« wp, wk and the direction
cosines can be selected so that |cos8ym| = |coséxk|; then for a hologram with di-
mensions equal to 2xg along the x axis, the spread function has a simple form:

ws( (g

With regard to the final resolution of the field component that produces the pat-
tern of the recorded signal in the rear focal plane UV of the optical system, there
will be

E{ub) ~£‘gw['—;mmutb‘,,,(t)] E, (”fa%) , (6)

i.e., the recorded modulated field is restored in three-dimensional representation.
Let us determine resolution by the distance between the zeros of apparatus func-
tion (5), which yields

- at-mb ~A° ) 8“-2&:\;_&{5_

Wi kyV WeXe %o )

The position of the restored image is given by the maximum spread function for mo-
ments of time t = + T/2 and its dimensions and number of resolved components are
equal to

QQ°'IBVT/"1» n;-vT/Jt::!u.[b'u "%? . @)

The experiment was performed with the following values: X = 0.63°1O"3 mm, T = 6.8
seconds, v = 2 mm/s, £5 = 300 mm, £5 = 300 mm and 2x0 = 8 mm. Calculation yields:
cosbky| < 0.023, 2 up = 14 mm, 6t = 25 ms, u= 0,05 mm and n = 280. The exper-
imental results for different modulation frequencies and different on-off time
ratios are presented in Figure 3. :
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The scheme for finding themodulated signal spectrum F({) using steady restoring
wave (4) is presented in Figure 4. The field in observation plane xy, optically
conjugate with the hologram G, based on (3) within the conditions used in deriva-~
tion of (5), has the form

- _ " o ) v .
B i ittt erolo vt_é}. Tit'n
LY 1 exe| Lantathute] E i1 et
n.mf;eup[-l(b,.'{ 4’“;..(!:)] ?(él’ﬁ-:ft}), - ’ @
where the tilda sign corresponds to convolution of the signal spectrum with the

spread function., For three-dimensional resolution in the recording plane, based
on (9) and (8), we find

e By
. isx-?m i svT ' (10)

To estimate the spectral resolution, let us make use of the concept ¢0(t') in the
form of a Fourier transform F(Q), which yields the spread function

stn cH (2 +c—'-',‘a—;'} )] (11)

An estimate of the width of the spread function is made similar to (7) and yields
8Q = 47/T. It should be noted that from the viewpoint of spectral resolution it
is more correct to proceed from the Rayleigh criteriomn, i.e., 8p = §0/2 = 2n/T
or, converting from circular to orginary frequencies

By, = 1/T ‘and BXp=Ap 0, [pNT. (12)
Thus, spectral resolution is determined by the total recording time. The disper-

sion range is determined by the frequency range recorded on the hologram, which is
equal to

sw- i oxe  or ad=gE-2e 3)

Dispersion in the recording plane (see (12)) and the number of resolved components
(see (13) and (12)) are equal to

O3 [8Xe = Vo [Ap ¢, » n=aV/Bhp=2zfy.T (14)

The linear dimensions of the spectrum are determined by the maximum spread func-
tion for three~dimensional resolution at x = + x3, which yields

2%, = 2%, /5, C s
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With regard to the values used in the experiment (P1 = 125 mm, p2 = 260 mm and
fg = 85 mm), we find the following estimates: Gﬂp = 0,9 s"l, 6vp ~ 0.15 Hz,
6xp = 0,03 mm, Av = 85 Hz, S‘P/GXP = 5 Hz/mm, 2Xg = 16.5 mm and n = 550.

Figure 4. Diagram for Finding the Spectrum of a Modulated Optical signal
The experimental restuls are presented in Figure 3. As was noted, the effect of an
object on the signal was modulated by modulation at frequency of 1.03 and 2.06 Hz
with different on-off time ratios. Calculation of the modulation frequency from
the spectrograms yields 1.0 and 2.0 Hz. I1lustrations show that the real resolu-
tion considerably exceeds 1 Hz.
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UDC 550.834
HOLOGRAPHIC VISUALIZATION OF UNDERGROUND OBJECTS

Leningrad GOLOGRAFIYA I OPTICHESKAYA OBRABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 150-155

[Article by A. V. Zuyevich, V. V. Alekseyenko and V. B. Gavryushin from the collec-
tion "Holography and Optical Processing of Information: Methods and Apparatus",
edited by V. G. Skrotskiy, B. G. Turukhano and N. Turukhano, Izdatel'stvo Lenin-
gradskogo instituta yadernoy fiziki, 500 copies, 237 pages]

_ [Text] The results of experiments on holographic visualization of
underground test objects are reported. The experimental installa-
tion is described. Holograms and restored images of test objects
are presented. The design features of a marine holographic sys-
tem are discussed.

The past decade has been characterized by active development of the continental

. shelf of the seas, with which the main hopes for solving the problem of expanding

- the country's raw materials base are now linked. Development of the shelf assumes
solution of a number of problems of both an exploratory and commercial nature.
One of these problems is detailed study of the upper part of the sedimentary mantle.
The need for this is related to problems of constructing stationary drilling plat-
forms, laying o0il and gas pipelines and construction of underwater storage tanks.
Moreover, solving the problem of search for and identification of objects at the
bottom require development of means of visualizing seismoacoustic images.

- Cne of the most promising directions in solving the indicated problems are holo-
graphic methods. An experimental check of long-wave holography systems has been
made gquite recently, but mainly under laboratory conditions [1-3]. It was feas-
ible in this regard to check the capabilitiecs of holographic systems under condi-
tions approaching real conditions. This check was made in a test area on an
artificial reservoir. The test objects were located on the bottom or under the
bottom of the reservoir. The emitter was attached to a raft and was made immo-
bile during the experiment. The em —ter itself was assembled on the basis of a
piezoelectric cylinder (working frequency f - 10 kHz) and was equipped with a
shaper to create a main lobe rzdiation pattern of approximately 30°. Radio pulse
emission with pulse length of 1.0-2.0 ms was used. The framework together with

- the receiving antenna and part of the processing apparatus was moved along rails
laid along the basin. The receiving antenna contained 128 channels and the syn-
thesized (linear) dimension was approximately 42A. The channels were interrogated
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during movement of the antennas at a frequency of 250 kHz along the antenna and

50 Hz in the direction of motion. The interrcgation signal was fed by cable to
the processing system located on shore. The reference signal was simulated in an
electronic channel and the radiation pulse parameters and readout mode were con-
trolled from the control console of the processing apparatus. The information to
be recorded was stored on the target of a ZELT [Shielded cathode-ray tube]. In
this case movement of the line along the frame was synchronized with the movement
of the antenna within the aperture to be synthesized. A hologram which was subse—
quently visualized on the ELT {[Cathode-ray tube] screen was formed on the target

- upon completion of the synthesis cycle. The hologram was then photographed from a
distance of 1.5-2 meters for the appropriate reduction, processed and the reduced
copy measuring from 0.6 X 0.6 to 1.0 mm? was restored in the light of a He-Ne
laser. The restored image was observed in amicroscopic system.

The symbols "S" and "H", made of sheet steel 1 cm thick, and also a pyramid of
marble cubes were used as the test objects. The dimensions of the "s" and "H"
symbols were 2.0 X 1.5 m? (13 X 10 A?) (the width of the letters was 0.45 m = 3 1),
while the side of the marble cube was 0.4 m or approximately 3 A. The "s" and

"H" objects were located under the bottom one ovex the other so that the symbol

"H" was at a depth of 3 meters while symbol ng" was 2 meters above it and 1 meter
from the bottom. The vertex of the marble pyramid was located 1 meter from the
surface.

The shape of the objects, the recorded holograms and the restored images are pre-
sented in Figure 1. The images are quite acceptable with regard to the complexity
of the medium and the smallness of the parts of the object, although not of very
high quality, which makes it possible to identify the objects with adequate
confidence.

The experiments showed that these systems permit one to solve the problem of
search and identification of objects in soils under marine conditions. This made
it possible to turn to developing a marine version of the holographic complex.

The complex is designed to solve problems of investigating the bottom and the bot-
tom sedimentary mass or rather its first few tens of meters under conditions of
the continental shelf at water depth of 100-150 meters. In this case the given
complex permits one to visualize (i.e., to obtain visual images of) objects of

different nature located in the bottom sedimentary mass.

The marine holographic complex now developed includes an aggregate of apparatus
assemblies and technical means of registration, recording, processing and visual-
ization of the holographic information on board a ship under autonomous navigation.

The complex consists of a ship on which the information recording, processing and
X visualization apparatus is located and a towed device. The towed device is de-
v signed to study the sounding signals, to record the signals reflected by the ob-
- jects by the two-dimensional aperture synthesizing method and preliminary proces-
sing of the received signals.

Electronic apparatus that records and processes the information is located on the
ship, while the final result of processing is an acoustic hologram visualized on

'
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an ELT screen. A visualized hologram photorecording unit and device for optical

R restoration of holograms with a He-Ne laser are located on the same ship. More-
over, a sounding signal power amplifier is located on the ship, while the ship
itself is equipped with a velocity measuring device required for proper recording
of holograms. The latter condition is related to the need for strict geometric
conformity between the position of the antenna within the aperture to be synthe-
sized and the position of the information to be imaged on the ELT screen within
the frame. The towed device of the complex consists of a receiving antenna of
the preliminary processing unit of the damper-sinking emitter of the equipment
system designed for towing and loading-unloading by the towed system.

The receiving antenna is a hydroacoustic device having the shape of a wing in
cross-section, which provides the required hydrodynamics during towing. The an-
tenna consists of preassembled sections, each of which contains rudder-stabilizers,
while the outer sections are also equipped with rudders-sinking units. A total of
128 hydrophones connected to amplifiers are located on the bottom of the antenna
in its middle part. The leads of the amplifiers are connected by cable to the
preliminary processing unit.

The preliminary processing unit is made in the form of a cigar-shaped gondola and
contains the electronic assemblies (phase detectors and decoder) for processing
the signals coming from the receiving components by cable.

- ‘ The emitter is designed to irradiate the objects of investigation. The emitter
itself is made on the basis of cylindrical piezoceramics and is equipped with a

- radiation pattern shaper. The skin of the emitter is made from an acoustically
strong material and mainly performs the function of providing the hydrodynamics
required for towing. Both gondolas are firmly connected to each other and are at-
tached to the antenna by two metal rods. The antenna together with the gondolas
has low positive buojyancy. The outboard part of the system is towed by a tow
cable to which the damper-sinking unit is attached, that ensures towing safety
with sharp jerks of the rope. The cable is used to supply power to the outboard
electronic units, to control the operation of these units, to gather information
and also to excite the emitter. The equipment system includes a swivel, lowering-
raising system and a spring hook. The parametexs of submerging the antenna and
stabilization of its course are varied manually in the given version, while the
parameters themselves are selected empirically. Foam plastic floats designed to
stabilize the depth of submersion are zttached to halyards on the edges of the
antenna.

Tests of the running qualities of the outboard part of the complex, conducted in
1979 in a basin of the Sea of Azov, showed its complete suitability for operating
under maritime conditions by the long-wave holography method. The complete com-~
plex will be tested in the near future. These experiments make it possible to de-
termine the capabilities of the long~wave holography method in solving problems of
marine geology and geophysics and consequently to determine the place of holo-
graphic systems in solving problems of exploiting the mineral resources of the
world ocean.
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uDC 535

N PROCESSING SEISMIC INFORMATION WITH COHERENT OPTICAL SYSTEM

Leningrad GOLOGRAFIYA I OPTICHESKAYA OBRABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 156-163

[Article by K. B. Gendovich and K. S. Stoyanova-Pushkarova, Peoples Republic of
Bulgaria, from the collection "Holography and Optical Processing of Information:
Methods and Apparatus", edited by V. G. Skrotskiy, B. G. Turukhano and N. Turu-
khano, Izdatel'stvo Leningradskogo institutayadernoy fiziki, 500 copies, 237 pages]

’ [Text] Some experimental applications of coherent optics and holog-
raphy methods are considered for processing seismic information.
A coherent optical-electronic system was used for spectral-correla-
tion processing of seismic time grofiles containing a large volume
of information (approximately 10/ bits). An autocorrelogram and
autocorrelation functions were found for the root or group of roots
of the seismic profile selected by the interpreter. The effect of
attenuation of short waves was estimated by the "24-fold addition"
method and the unified statistical characteristics of the factors
that determine the capability of separating single waves to investi-
gate the seismic profile was found.*

Problems of search and study of mineral deposits, solution of which is impossible
without the participation of computers, have continuously become complicated during
the past few years. Most computers that are used, distinquished by low internal
storage and relatively low speed, are incapable of operationally processing the
continuously increasing volume of incoming information.

Ohe of the methods of progress in the field of processing seismic information is
to coherent-optical computers characterized by high speed, economy and flexibility
in variation of the program-algorithmic complex [1].

The purpose of the experiments is to obtain autocorrelograms of the seismic pro-
file and also the autocorrelation functions of its individual sections.

The investigation was conducted by the total deep point method (MOGT) from a seis-

mic profile of the Black Sea basin. The seismic profile was processed by the
/

~ .
The report was made at the 1lth All-Union Schocl on Holography.
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"24-fold addition" algorithm to reduce the interfering effect of reverberation
caused by the water layer and the effect of multiple reflections produced from

- some reflecting boundaries in the geological structure of the region. As a result
a time (seismic) profile consisting of 384 tracks (channels) with four seconds of
recording of each channel represented graphically by the variable width method was
obtained. The length of the seismic profile in the X direction on the profile was
9.6 km. Interfering multiple waves create imaginary reflecting boundaries on the
seismic profile, i.e., on the time image of the geological profile, which make
difficult both correct running of the following algorithm for digital machine
processing and clear interpretation of the results.

The effectiveness of the mentioned algorithm can be determined directly from the
autocorrelogram and autocorrelation functions of individual sections but the type
and number of the reverberation systems, their attenuation factors, tectonic dis-
turbances and structural complications in the investigated region are determined
from the ratio of amplitudes of the secondary maximums and the main maximum of the
autocorrelation function.

The optical-electronic system used is shown in Figure 1, where 1 is a laser, 2 is
a filter-collimating unit, 3 is microscopy of the seismic profile, 4 is an astig-
matic lens, 5 is a semitransparent mirror, 6 is a television camera, 7 is a monitor,
8 is a storage digital oscilloscope, 9 is a microcomputer and 10 is a photorecorder.

| L]

/

Figure 1. Optical-Electronic System for Producing Autocorrelogram and Auto-
correlation Functions: l--laser; 2--filter-collimating unit; 3--
microscopy of seismic profile; 4--astigmatic lens; S-semitrans-
= parent mirror; 6--television camera; 7--monitor; 8--storage oscil-
. loscope; 9--microcomputer; lO--photorecorder

The original seismic profile is reduced by a factor of 18.7. The correct position
of the components in the optical system are monitored by means of a special scale
built into the pattern of the seismic profile prior to microfilming.

The square of the modulus of the microscopic spectrum is recorded in the spectral
plane of the optical system [2]. The positive microfilm produced in the next phase
- is installed at the input of the system at the microscopic position. The desired
autocorrelogram of the seismic profile is found in the spectral plane of the opti~-
cal-electronic system. The spectrum and autocorréiogram are shown in Figures 2
and 3, respectively. An image of the autocorrelogram can be observed on the monitor
by means of the television camera. Some changes were made in the camera to obtain
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autocorrelation functions so that the light field impinging on the camera tube had
the capability of scanning in sequential lines. The digital delay unit of the
storage oscilloscope was used to select the camera tube scanning line. The video
signals obtained from line scanning are converted to digital form and are recorded
in the memory of the microcomputer and in this case the scanning aperture can be
formed with sequential addition of adjacent television scanning lines. The auto-
correlation functions of the track or group of tracks of the seismic profile se-
lected by the interpreter are observed on the oscilloscope screen (Figure 4).

The experimental method of obtaining the autocorrelogram excludes the necessity of
precise adjustment of the filter-hologram in the Van der Luchta method, ac does
precise setting of the input object and filter in the front focal planes of the
first and second lenses, respectively. At the same time, a one-dimensional spec-
trum of the seismic profile is obtained as an intermediate result, which creates
specific conveniences for interpretation of the seismic wave field. The inconven-
jence of this method, like the Van der Luchta, is the two-step process of producing
- the autocorrelogram.

Tnitial experiments devoted to investigating the possibilities of using the optical
medium to record a layer of Ag-As)S3 semiconducting metal produced by evaporation
without physicochemical processing were initially conducted to eliminate the in-
conveniences of the two-step process. The experiment was conducted by the scheme
shown in Figure 5, where 1 is a laser, 2 is a semitransparent mirror, 3 and 4 are
a filter-collimating unit, 5 is microscopy of the seismic profile, 6 and 7 are an
astigmatic lens, 8 is the medium and 9 is a mirror. A wavelength of = 514.5 nm
was used for holographic recording while the carrier frequency of recording was
equal to 1,000 lines/mm. The spectra are multiplied after the reference wave has

- pbeen eliminated and an autocorrelogram of the input object is observed in the out-
put plane [3].

; : 3. 5 6 6 7 S(xf) % S{xst)

, .
Figure 5. Optical-Electronic System of Multichannel Holographic Correlator:
1--laser; 2--semitransparent mirror; 3 and 4--filter-collimating
t unit; 5--microscopy of seismic profile; 6 and 7--astigmatic lens;
8--medium; 9--mirror; lO--television camera; ll--monitor; 12--
storage oscilloscope; 1l3--microcomputer

- overcoming the two-step process of finding the autocorrelogram and autocorrelation
functions of the seismic profile creates real prerequisites for developing a more
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complex multichannel optical-electronic device which can be included in the total
cycle of machine processing of seismic information: in an optical spectral analyz-
er (OSA)-~filtration by frequency, by apparent velocities (indirection) and by wave
number, and in a correlator--finding the autocorrelogram and autocorrelation func-
tions. This system permits one to realize different combinations of filtration

- parameters with relatively low expenditures of time and funds and estimation of the
effectiveness of these parameters. One has in mind in this case that digital fil-
tration of such a large volume of information occupies much machine time, while
optimization of the operator for filtration makes processing more expensive as a
whole.

The purpose of making a spectral-correlation analysis of the results of "24-fold
addition" is to estimate the effectiveness of suppressing multiple seismic waves
which make difficult clear geophysical interpretation of the investigated pro-
file. The derived autocorrelogram shows the presence of intensive multiple waves
with a delay with respect to the multiple-generatrix in the range T = 0.02-0.2
second. Autocorrelation functions (Figure 4) which characterize the presence of
different types of reverberation systems were found on some segments of the auto-
correlogram. Accurate and complete interpretation of the results requires a knowl-
edge of additional geophysical and geological information and is the object of
other investigations. The effectiveness of attenuation of multiple waves by
"34-fold addition" (coefficient K) was estimated and the unified statistical char-
acteristic of factors was found that determine the possibility of separating single
waves from interfering multiple waves (coefficient P):

- -\'é_‘;.,
' \ K A,

where Aj is the amplitude of auxiliary maximums and Ag is the amplitude of the
main maximum;

. ’(','l‘z:.
p- mAl’

where 1] is the distance along the time axis between the first lateral maximum and
the main maximum, T2 is the distance between the main maximum and the lateral max-
imum of the greatest amplitude, T3 is the width of the main maximum, m is the num-
ber of auxiliary maximums and A is the total amplitude.

pata for coefficients K and P are presented in Table 1. The results show that
"24-fold addition" is sufficiently effective for sections II and III (Figure 4),
but it is not sufficiently effective for some multiple waves (K > 0.1). It is ob-
vious from the given values of P that favorable sections for separation of single
waves are III and V (0.9 < P < 2), while unfavorable sections are all the remaining
sections (P < 0.9).

The results of the experiments, like their geophysical interpretation, show the
possibility of including the described analysis in the entire cycle of processing
and intexpretation of seismic information. Development of an optical-electronic

spectral analyzer-correlator, which will simultaneously accomplish several process-
ing algorithms, is especially promising. This device may also find application in
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Table 1.
. K= Ai/ Ag
i 1 il m N Vi i
1.1 0.192 | 0,075 | 0,086 | 0.206 | 0168 | Q.152
2.1 0,048 0,083 | 0021 {0,206 | 0,105 | 0,086
3.]0.064 -10,049 | 0,032 | 0,057
4. 10,026 0,039 0,067
5. 0.049 0,200
6. 0.020 Q038
17 0,029 0,029
8 0.020 0,019
g 0.019
P

[0.290]0430] 2,01 J0.070[1.08 |0230{

in other multichannel geophysical investigations (for example, aeromagnetic inves-
tigations and aerogravitational investigations) which are related to processing and

interpretation of large files of geophysical information.
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upc 535
HOLOGRAPHIC METHOD OF CHECKING REFLECTC'RS

Leningrad GOLOGRAFIYA I OPTICHESKAYA OI'RABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 229-230 . :

- [Article by A. P. Golikov, M. L. Gurari and S. I. Prytkov from the collection
"Holography and Optical Processing of ‘nformation: Methods and Apparatus", edited
by V. G. Skrotskiy, B. G. Turukhano and N. Turukhano, Izdatel'stvo Leningradskogo
instituta yadernoy fiziki, 500 copies, 137 pages]

[Text] The development of a new holographic method to measure the
radii of curvature and local surface distortions of large mirrors
are reported [1].

Serial production of large-diameter concave mirrors and especially of convex mir-
rors is now weakly supported with checking equipment. The complexity of developing
nonaberration wave fronts of large aperture leads to an increase in the errors of
interference methods [2]. Methods that do not require special reference components
--shift interferometry and interferometry with a scatterer--are applicable to anal-
ysis of only convergent radiation beams. + is significant for these methods that
the base of the measuring installation increases in proportion to the radius of
curvature of the mirror being checked, which in the case of concave mirrors of
small curvature makes the installation cumbersome and leads to a reduction of
measurement accuracy due to an increase of interference and in the case of convex
mirrors requires the use of large-size compensators.

A schematic diagram of the experimental installation is presented in Figure 1. The
mirror to be investigated is illuminated by a diverging flux of LG-38 laser emis-
sion through a scatterer arranged tightly against the mirror. The reflected flux
through this scatterer impinges on a photographic plate and its hologram through
which the surface of the scatterer is subsequently observed is recorded on it. A
shift of the mirror leads to formation of an interferogram localized on the scat-
terer. The geometric parameters of the surface of the mirror being checked can be
determined by the shape of the interferogram.

An increase of measurement accuracy is achieved by introducing compensatory rota-
tion of the mirror in addition to shifting of it. The interferogram is reduced to
standard form corresponding to rotation of the mirror around its center of curva-
ture by the combination of shift and rotation. The radius of curvature is found
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by the measured values of shift and rotation, while the distortion of the mirror
surface is found by the shape of the bands of the interferogram.

N . 3

/ / 7/

Figure 1. Schematic Diagram of Experimental Installation

The holographic measuring installation with scatterer installed in front of the
mirror can measure the radii of curvature of mirrors from 200 mm and above in di-
ameter with an accuracy on the order of 0.l percent (for radii of curvature in the
range from 10 to 50 meters). The overall dimensions of the installation over a
wide range are not dependent on the curvature of the mirrors being checked and
precision optics is not used during measurement. The relatively small base of the
measuring device and its independence of the curvature of the surface being
checked permits one to use the suggested method for production checking of metal-
optics under plant conditions. :
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uDC 535
BEAM HOLOGRAPHY

Leningrad GOLOGRAFIYA I OPTICHESKAYA OBRABOTKA INFORMATSII: METODY I APPARATURA
in Russian 1980 (signed to press 31 Dec 80) pp 231-234

[Article by N. A. Valyus from the collection "Holography and Optical Processing
of Information: Methods and Apparatus", edited by V. G. Skrotskiy, B. G. Turukhano
and N. Turukhano, Izdatel'stvo Leningradskogo institutayadernoy fiziki, 500 copies,
237 pages]

[Text] An analog of the holographic image obtained in coherent light is an inte-
gral photograph recorded in noncoherent light. :

An integral photograph, like holography, is characterized by "complete recording”
about the object, its volume and its relative position in space. The same pattern
can be recreated from the part of an integral photograph and from a fragment of it
as from the entire photograph.

The image of an integral photograph may be called beam holography since only the
amplitudes rather than the phase of the wave are recorded when using noncoherent
light and a description of the process is found within the framework of geometric
(beam) optics.

The principle of integral photography was suggested at the beginning of this cen-
tury by G. Lippman, more well known for his idea of interference photography, which
was a prototype of the modern reflective hologram substantiated and developed by
Yu. N. Denisyuk.

G. Lippman [l] called his method integral photography because the three-dimension-
al image produced is synthesized from images of a large number of small micro-
scopic images of the object photographed with a scanning lens photographic plate
and one can say the restored wave front is integrated from the number of elemen-
tary beams represented by these images.

The process of photographing a three-dimensional image on a scanning lens plate is
shown schematically in Figure 1. One surface of the scanning lens plate R has
fluting in the form of small lenses contacting each other, while the other surface
is coated with a light-sensitive layer on which the small lenses are focused. The
object AB, located in front of the lens side of the plate, is exposed on the light-
sensitive layer by the small lenses in the form of a set of microscopic images
aiby, agba, aszb3z ...
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Figure 1. Figure 2.
A photograph can be made on this plate without the use of a lens.

The process of achieving an integral photograph is a two-step one. Therefore,
after the plate R has been exposed, developed and fixed, it is placed opposite the
other, exactly the same plate P, turning the plates with the lens elements toward
each other (Figure 2) and they are illuminated from behind by scattered light.

The inverted positiv? ;magg }s copied, i.e., elementary images ajbjy, asby, ... are
inverted to images albl’ asbys eee

The second plate is a positive image which restores the inverted path of the beams
from the object (the quantified wave front from the points of the object is re-
stored). By illuminating this plate P on the emulsion side and looking at it from
the lens side (Figure 3), one can see a three-dimensional image of the photographed

subject AB'.

The three-dimensional image of the subject is recreated by the wave fronts in the
directions of beams from each elementary image. Therefore, the visible image is
imaginary and is located at a quite specific distance on the plate.

Figure 4.

Figure 3.

One can see a side view of the object when viewing the integral photograph from
the side. When one approaches the panorama of the visible picture is expanded and
the perspective and angular size of the subjects change.
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An integral photograph made in noncoherent light permits filming of full-scale
4 three~-dimensional objects of unlimited dimensions at arbitrary distances and per-
mits color images to be made.

pDifferent modifications of integral photography are known [2]. Thus, for example,

- it is possible to increase the three-dimensional resolution of the produced image
by constriction of the aperture when taking an integral photograph through a large-
diameter objective (or lems). A synthesized integral phctograph can be made when
the full-scale object is photographed on a set of frames from different angles of
approach and then the print of these frames is projected from these sare angles of
approach onto a scanning lens plate, as is shown in Figure 4. conversion of a
focused integral photograph by coherent radiation to a yeflective hologram w.i.u
altered three-dimensional image scale yields interesting results.

Quasi-integral photographic systems, so-called autostereoscopic images, which find
application in the form of three-dimensional advertising images and as mass ster-
eoscopic isoproduction, are of practical interest.

The principles of beam holography accomplished by using scanning optical systems
permit one to solve many problems not accessible by traditional classical devices.

Scanning integral stereoscreens, scanning objectives and eyepieces are known.
Scanning optical systems provide recording not only of the three-dimonsional angles
of approach of an object but of its time angles of approach as well. The highest
movie filming speeds are achieved by using scanning frame cameras. Scanning opti-
cal systems are promising in coaputer equipment as storage devices, as processors,
controllable slides and so on [3].
Finally‘, one should also point out the analogy of scanning systems to holographic
systems in the field of interferometry. Essentially the Moire phenomenon is inter-
ference of three-dimensional frequencies of raster gratings that is used in mea-
suring equipment.

BIBLIOGRAPHY
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2. valyus, N. A., "Rastrovaya optika" [Scanning optics], Moscow-Leningrad, GITTL,
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- . SOFIWARE

ABSTRACTS OF ARTICLES IN JOURNAL 'PROGRAMMING', SEPTEMBER-OCTOBER 1981
Moscow PROGRAMMIROVANIYE in Russian No 5, Sep-Oct 81 pp 95-96

UDC 51 : 621.391
PROBLEM OF EQUIVALENCE FOR GENERALIZATION OF LL(k) GRAMMARS
[Abstract of article by Nepomyashchaya, A. Sh.]
[Text] A proof is given of the solvability of the problew of equivalence for
grammars of P classes, whil(.ch are specified by uniting mLL(k) grammars with
limitations og outputs. P_~ classes, as well as deterministic automata with

a magazine memory corresponding to them, represent new classes with a solvable
equivalence problem.

UDC 519.767.2
DESCRIPTION OF SEMANTICS OF PROGRAMS BY MEANS OF SUBSTITUTIONS IN GRAPHS
[Abstract of article by Gostev, Yu.G.]
[Text] It is suggested that programs be interpreted as combinations of substitu-
tions to be applied to graphs of a certain kind. This makes it possible to
draw the theory of algorithms closer o methods of describing computations used

at the present time and in addition makes 1t possible to describe computations on
random data structures.

UDC 681.3.06

- SEMANTIC MODELS OF PROCEDURES
[Abstract of article by Pastor, F.]
[Text] Semantic models of procedures and other objects encountered in programs
written in a high-level programming language are discussed. A method is suggested

for constructing complicated models of statements from simpler ones, based on a
composite approach.
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UDG 681.3.06

PROGRAMMING SUBSTITUTIONS OF LANGUAGES
[Abstract of article hy Cheremisinov, D.I.]

- [Text] The problem of programming substitutions of languages is discussed--the
operation of converting string data forming the basis for constructing different
kinds of algorithms for processing data represented by chains of characters. A
system of notation for defining substitutions of languages is suggested.

UDC 681.3.06

CONSTRUCTION OF A DATA BASE BASED ON THE CONCEPT OF ABSTRACT TYPES
[Abstract of article by Zamulin, A.V. and Skopin, I.N.]

[Text] The concept of astract types of data as applied to designing systems for
controlling data bases is discussed. The procedure discussed makes it possible
on the basis of a universal programming language with abstract types to develop
data bases in accordance with a specific application model.

UDC 681.142
- SOFTWARE IMPLEMENTATION OF MULTTPROCESSING
[Abstract of article by Godunov, A.N., Yemel'yanov, N.Ye. and Sverdlov, S.S.]
[Text] A description is given of a multiprocessing executive routine (MP executive)
created within the framework of the INES-2M [economic information system] SUBD
[system for control of data bases]}, which can also be used independently. The
MP executive makes possible parallel execution of the computing process and working
with a disk-type virtual memory utilizing the distinctive features of the multi-
processing mode of executing a routine.
UDC 681.3.06

IMPLEMENTATION OF A 'FOREKS' COMPILFR FOR THE AS-6 CENTRAL PROCESSOR
[Abstract of article by Galatenko, V.A. and Khodulev, A.B.]
[Text] A description is given of the instruction generator in the compiler from
FORTRAN for the central processor of the AS-6 complex. Information is presented
on organization of the AS-6 central processor. The characteristics of the AS-6

central processor and BESM-6 are compared. An evaluation of the AS-6 central pro-
cessor as a FORTRAN machine is given. "
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UDC 681.3.06
INFORMATION SEARCH AS A PROBLEM IN TﬁE LINGUISTIC RECQGNITION OF CHARACTERS
[Abstract of article by Samedova, M.A,]

[Text] The linguistic support of a data search of objects of a medical nature
represented in a normalized natural language is discussed.

' UDC 681.3
SYSTEM OF DIALOGUE PREPARATION OF TASKS FOR UNIFIED-SERIES COMPUTERS
[Abstract of article by Khanykov, V.V., Rybakov, A.V. and Anan'ina, N.V.]

[Text] A description is given of an instrument system for working with a design
library for YeS computers within the framework of the operating system.

UDC 681.3.06 : 51

EVALUATION OF INDICATORS OF THE CORRECTNESS OF THE FUNCTIONING OF PROGRAMS WITH
A MULTILEVEL STRUCTURE

[Abstract of article by Khaletskiy, A.K.]

[Text] A mathematical formulation is suggested for the problem of evaluating the
vector of indicators of the correct functioning of a complicated program with a
tree-type hierarchical structure fpr the case when failures of its components are

independent.

UDC 681.3.06
RECURSIVE ESTIMATION OF ARITHMETIC FUNCTIONS IN LISP SYSTEMS
[Abstract of article by Stefanyuk, V.L.] ~
[Text] In this note reasons are presented in favor of the "explicit" computation
of elementary functions in LISP systems. Examples are given of simple recursive
codes for computing sin , exp and 1ln , illustrating the general approach.

UDC 681.3.001
COMBINED FORMAT FOR OUTPUT OF NUMERICAL INFORMATION FOR DESIGN DOCUMENTS
[Abstract of article by Motyl', D.N., Sokolinskiy, Yu.A. and Farber, K.S.]

e
I

ext] A description is given of a combined format for the representation of
numerical information making it possible to output numbers with a specified relative
error. The described format is implemented in the procedure function of the PL/1
language in the YeS [Unified Series] operating system.

COPYRIGHT: Tzdatel'stvo 'Nauka™, "Programmirovaniye", 1981
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UDC 681.142
SOFTWARE IMPLEMENTATION OF MULTIPROCESSING

Moscow PROGRAMMIROVANIYE in Russian No 5, Sep-Oct 81 (manuscript received 12 May 80)
PP 44-49

[Article by A.N. Godunov, N.Ye. Yemel'yanov and S.S. Sverdlov]

[Text] A description is given of a multiprocessing executive routine (MP executive)
created within the framework of the INES-2M [economic information system] SUBD
[system for control of data bases], which can also be used independently. The

MP executive makes possible parallel execution of the computing process and working
with a disk virtual memory utilizing the distinctive features of the multiprocess-
ing mode of executing a routine.

As mentioned in [1, 2], the idea of multiprocessing, i.e., breaking down a user's
task into independent quasi-parallel processes, is very attractive both from the
viewpoint of the convenience of programming and on the plane of possible optimiza-
tion of working with an external storage. TFurthermore, it was indicated that the
most advantageous means of parallel execution would be the hardware implementation
. of a multiprocessing system. Nevertheless, a considerable gain can be made also

- with software implementation of such a system.

In this article a description is given of a real multiprocessor executive system
which can be used both for creating individuval user routines and as a system for
programming various components of the software of an ASU [automated controi system],
data base control systems and the like. Although the MP executive has been imple-
mented within the framework of the INES SUBD [3], it represents a totally indepen-
dent system which can be used independently or as part of any software complex
under the control of a YeS [Unified Series] operating system.

The following were the key requirements in creation of the MP executive:

Offering the user a developed system of macroinstructions for parallel execution
of the computing process.

The creation of convenient facilities for working with a virtual memory employing
disks.

- Ensuring the effective control of swapping in the multiprocessing mode.
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Making possible the auxiliary functions required for practical work with the exe-
cutive routine (debugging facilities, message output facilities, management of
routine execution protocols and, in particular, swapping procedures, and statistics
gathering facilities).

Ensuring compatibility of the MP executive with the YeS operating system.

The functional capabilities of the MP executive are illustrated in fig 1, where 1
represents facilities for working with the virtual memory, 2 facilities for parallel
execution and the synchronization of processes, 3 debugging facilities and 4 facili-
ties for organizing parallel message flows.

Multiprocessing Instruction Set

The parallel exeuction of a routine which is to be executed in the multiprocessing
mode takes place through special macroinstructions. The following macroinstructions
exist for the origin, termination and synchronization of processes: INIT--initiation
of multiprocessing operation, PROCS--origin of a process, PREND--termination of

the process, HALS--cancellation of all processes begun, PRTY--changing the priority
of a running process, MAYiNT--enabling suspension of a running process, WALS--
awaiting the termination of all processes started, WANS-~awaiting the termination of
any process started, SM--awaiting the assigned value in the semaphore and WAITM--
awaiting an operating event (in the sense of the operating system).

ilpoepa nevd]
7ons 3008 ~
IEnR,

Figure 1.

Key:
1. User's program 2. Operating system facilities

In the initiation of a multiprocessing system its initial configuration and start-
ing parameters must be specified, such as the maximum number of processes existing
simultaneously in the system, the maximum depth of the process origin free, in-

.structions for use of the virtual memory, a program identifier for the initial pro-

cess, some additional instructions for the accidental termination of processes,
debugging printout and the like. :
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During initiation the system's control tables are formed, special system processes
are created and the initial user's process is started.

Any process can issue a PROCS instruction for the origin of an offspring process.
1f there are insufficient resources for the creation of a new process, the parent
process is halted until the necessary memory is freed. After the creation of the
process it, as a rule, also starts, since, if nothing special is stipulated, the
offspring process receives higher priority than the parent process. In such a
manner the multiprocessing system stimulates growth of the process tree "in depth,"
and not "in breadth," in order to reach more rapidly the maximum depth at which
processes begin to end, issuing the instruction PREND. The memory freed at the
termination of processes is used for producing new processes. There is also the
possibility of arbitrarily assigning priority to a begun procass and, in additionm,
each process in the course of execution can change its priority by means of the
PRIY instruction. This can result in dead-end situations when all processes begun
wait for resources for the creation of offspring processes. If the assignment of
priorities is left to the discretion of the MP executive itself, then it provides
certain measures for the prevention of dead-end situations, on the basis of the
maximum depth of the process origin tree indicated during initiatiom.

The parent process can cancel all processes originated by it by means of the HALS
instruction, whereby each offspring process is cancelled together with all processes
subordinate to it. The WALS instruction suspends the running process until the

end of the operation of all offspring processes produced by it, and the WANS in-
struction until the end of any offspring process (if there are any). The most
common means of synchronizing processes is the semaphore device, whereby the sema-
phore can be any memory cell. By means of the SM instruction an indication can be
given regarding the entry of a certain value into the semaphore, regarding waiting
for a specific value or condition in the semaphore, and regarding waiting followed
by an entry into the semaphore.

Virtual Memory of a Multiprocessing System

The multiprocessing instruction set includes the following facilities for working
with a virtual memory employing disks: OPENM—--open the file of the virtual memory,
CLOSEM--close the file of the virtual mcmory, EXFIL--designate the working file of

- the virtual memory, LV--load into the register the word with the indicated virtual
address, STV--store contents of the register according to indicated virtual address,
MVV--move field from virtual memory to virtual memory, MVS--move field from ordi-
nary memory to virtual, MSV--move field from virtual memory to ordinary, CVV--
compare field of virtual memory, CVS--compare field of ordinary memory and virtual
memory, INPG--input page with indicated virtual address, GETPG--issue clean page
with indicated virtual address, UPDPG--set page correction tag, FREPG--free page
with virtual address indicated, PIX--make request for fixing of the required number
of virtual memory pages. . .

The MP executive makes it possible to work simultaneously with several virtual
files. Each proces. aust open the file needed by it by means of the OPENM in-
struction and upon the end of working with it must close it by means of the CLOSEM

instruction. Actual closing of the file in the sense of the YeS operating system
is produced by the MP executive when the last process opening it finishes working
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with this file. 1In addition, each process is assigned, if this is necessary, an
individual working file of an indicated size, it is opened and closed automatically
by the MP executive, and accessing it does not require identification of the file.

The LV and STV instructions are intended for working with words of the virtual
memory and are similar to the assembler L and ST instructions. The MVV, MVS, MSV
and CVV and CVS instructions are similar to the assembler MVC and CLC instructions,
respectively, but the length of operands can reach 32,768 bytes. The INPG instruc-
tion makes it possible to gain access to a page with the indicated virtual address
and the requested page will be fixed in the working storage right up to a clear
indication by the programmer of completion of work with it by means of the FREPG
instruction. The UPDPG instruction is used in order to indicate which page en-
tered by means of the INPG instruction will be corrected and, consequently, later
must be automatically output according to the corresponding virtual address. By
means of the GETPG instruction it is possible to obtain any "clean" page, i.e.,

a working storage buffer. The correction tag for this page is set automatically,
in order for it later to be read out into the appropriate virtual file. Let us
note that in execution of the MVV, MVS and STV instructions the page correction
tag is also set without an explicit instruction from the programmer.

As in indicated in [1, 2], multiprocessing opens up unique opportunities for con-
siderably increasing the effectiveness of a virtual memory. The simultaneous ex-
istence of a great number of processe:, each of which possibly issues requests for
exchange with virtual files makes it possible to implement an effective exchange
algorithm which stimulates the partial review in advance of a sequence of accesses
to the virtual memory [2]. There also is discussed an algorithm for protection
from dead-end situations in a multiprocessing system which can originate when
working with the pages of a virtual memory under fixing conditions.

Additional Possibilities Offered by the MP Executive

The existence in the system of a great number of independent processes creates
serious difficulties in organizing the printout of the output messages of each

of them. In quasi-parallel running of a user's program the sequence of the exe-
cution of individual processes is determined dynamically by the multiprocessing
system and, consequently, the procedure for the output of messages by various pro-
cesses is unpredictable. It is obvious, however, that from the viewpoint of opera- .
‘ting convenience the separation of flows of messages of various processes in print-
out is totally necessary. The use of standard YeS operating system facilities for
these purposes is exceedingly difficult for an applied programmer because of their
cumbersome nature. The use of the printout ficilities offered by the MP executive
makes possible the automatic separation of flows of messages of various processes
and in addition frees the programmer from organizing control tabies of data (DCB's)
and from the need to perform the operations of opening and closing data sets.

Here the re-enterability of the routine executing the printout is not disturbed.

With the accidental termination of some process the MP executive makes possible
the output of a standard diganostic message regarding the type of error, a list
output of the area of interruption and of the state of registers at the moment of

interrv- tion, and also a list output of key multiprocessing control tables at the
moment of interruption.
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In the debugging mode the MP executive makes it possible at points indicated by

the programmer to print out the current state of control tables of the multipro-
cessing system and of process waiting lines. When working with files of the virtual
memory there is the possibility of periodically (at a given interval) obtaining in-
formation on exchanges carried out and on the current state of virtual memory
buffers. Information on exchange dynamics in the multiprocessing system can be
very helpful for a qualitative analysis in selecting optimum multiprocessing para-
meters for a specific problem (number of processes, number of buffers, virtual
memory, their size and the like).

Functioning of a Multiprocessing System

The execution of multiprocessing instructions is performed by program modules in-
cluded in the MP executive's structure. The completion of an instruction by the
MP executive can involve either continuation of a running process or switching to
another process. For example, if in a reference to the virtual memory it is found
that the page indicated is already in the working storage, the running process
again receives control. Otherwise it is suspended with the appropriate waiting"
code, its request for a page of the virtual memory remains in the waiting line for
execution and control is transferred to one of the processes ready to run.

The MP executive maintains waiting lines of processes waiting for a specific event
and the waiting line of so-called ready-to-run processes, from which the process
with the highest priority is selected in switching. The state of these waiting
lines is constantly corrected with the completion of each multiprocessing instruc-
tion by the executive routine. For example, execution of the PPEND instruction for
a certain process can result in placement of the parent process in the ready-to-run
waiting line (if it was awaiting termination of the running of all offspring pro-
cesses and the running process was the only one or the last of them), as well as

one of the processes awaiting memory resources for the creation of an offspring pro-
cess.

Special system process W performs the function of waiting for any event (in terms
of the operating system) which is specified by the process. Among them, process

W fixes the end of any exchange with external units. Let us note that all process-
es, in addition to facilities for working with the virtual memory, can order ex-
change with external units through ordinary macr dinstructions of the operating sys-
tem. Process W has minimum priority and thus receives control when it remains the
only one of the processes ready to run. Furthermore, process W reviews the waiting
line of events and transfers the individual processes into the ready-to-run state.
If not one of the awaited events takes place, process W issues the operating in-
struction WAIT.

System process E implements the algorithm for exchange with the virtual memory de-
scribed in [2]. 1Its functions include review of the waiting line of requests for
exchange with the virtual memory and initiation of the exchange selected. Process

E has maximum priority in the system, which makes it possible to insure most com-
plete matching of the operation of the processor and input/output channel.
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System processes W and E are created by the MP executive upon the initiation of
multiprocessing activity, and process E is generated only when an instruction re-
garding working with the virtual memory is contained in the INIT macroinstruction.

As is obvious from a description of multiprocessing instructions (cf. fig 2), some
of them are similar to operating macroinstructions of the YeS operating system
associated with a multitask situation. Let us note that each process of the MP
executive is at the same time a subtask in terms of the operating system. However,
the issuing of ATTACH operating macroinstructions is necessary only upon the initi-
ation of a multiprocessing operation and in cases of the accidental termination of
certain processes. With the normal termination of a process and the creation of

a new one, the issuance of DETACH and ATTACH macroinstructions is not required,
since one and the same operating system subtask is used many times in succession
for supporting a great number of MP executive processes. Execution of the HALS
macroinstruction takes place similary without accessing the operating system. In-
structions for the synchronization of processes on the one hand give a programmer
more convenient facilities than operating macroinstructions. TFor example, often
the common function of waiting for all subordinate processes is implemented in the
MP executive as a single simple WALS instruction. On the other hand, instructions
for working with semaphores, although they make it possible to simulate the operat-
ing facilities for working with ENQ and DEQ resources, are completed by the MP exe-
cutive without using these system macroinstructions, which makes it possible to
speed up execution of the program.
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Figure 2.
- Key:
1. Priority of process 3. User process tree

2. MP executive

lLet us stress that although each process of the MP executive is also a subtask of
the operating system the function of the process scheduler is performed exclusively
by the MP executive. With each accessing of the executive routine it selects for
execution a single process (subtask of the operating system) and the remaining are
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inhibited, even if they are ready to continue running. At the same time in the
interval between two accesses to the MP executive each process is uninterruptable

in a given multiprocessing mixture. This opens up the possibility of extensively
using quasi-re-enterable routines for processes, the creation of which is less dif-
ficult for a programmer than ensuring their absolute re-enterability. (The main-
tenance of re-enterability of some sort is necessary in the widespread situation
when a great number of processes are designed to run according to a single routine.)

The concentration of the functions of controlling processes in the MP executive
makes it possible to achieve good agreement between the work of the central pro-
cessor and the execution of input/output operations. For this it is sufficient to
use for the purpose of waiting for the end of exchanges the multiprocessing macro-
instruction WAITM, which results in suspension of the running process and the start
of another process ready to run. The possibility of organizing exchanges of just
operating system facilities is also not excluded (without accessing the MP execu-
tive), which can entail only a slight reduction in the effectiveness of the system.

Moreover, the job of controlling the multiprocessing system does not contradict

the use in programs of standard broad-application operating system macroinstruc-
tions, such as GETMAIN, LINK, LOAD and the like, the use of which can be dictated
by the programmer's support considerations. This compatibility of multiprocessing
with operating system facilities makes it possible also to adapt fairly easily to

a multiprocessing mode a program written by the traditional sequential method. For
this is required mainly a "superstructure" of the program's upper logic level
making possible its parallel execution.

The methods of multiprocessing discussed can prove to be a convenient tool for both
system and applied programming. The instruction set described above provides the
programmer with added conveniences as compared with the multitask facilities
offered by the YeS operating system and furthermore is implemented in order to
reduce as much as possible the number of expensive accesses to the operating sys-
tem's supervisory routine. The convenience of programming in terms of multipro-
cessing was regarded as an important factor in creating the MP executive. There-
fore the executive routine has a structure making it possible easily to add addi-
tional instructions for specific applications and to adapt the multiprocessing
system to the user's needs.

The functional capabilities of the MP executive make it possible to use it in a

broad class of data processing tasks [1, 2] and in software design system tasks.

On the basis of the MP executive a multiterminal SUBD INES system has been designed

which is described easily and naturally in the language of parallel processes.
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IMPLEMENTATION OF 'FOREKS' (OMPILER FOR AS-6 CENTRAL PROCESSOR

Moscow PROGRAMMIROVANIYE in Russian No 5, Sep-Oct 81 (manuscript received 24 Dec 80)
pp 50-58

[Article by V.A. Galatenko and A.B. Khodulev]

[Text] A description is given of the implementation of a FOREKS FORTRAN .compiler
for the central processor of the AS-6 complex. A brief description is given of
the AS-6 central processor. The results of statistical studies of object pro-
grams are given.

The AS-6 is a multimachine complex which can include central processors (AS-6
TsP's), a BESM-6 computer and peripheral machines (PM-6's). The architecture of
the AS-6 central processor is rather complicated. Let us mention, for example,
the presence of three types of registers, the page segment organization of the
memory, and the extensive and quite individual instruction set.

In this article a description is given of a compiler from FORTRAN for the AS-6

TsP obtained by modifying the FOREKS compiler for the BESM-6 [1, 2]. The FOREKS
is a two-operation compiler. In the first operation the program is translated
from FORTRAN to the internal language and in the second from the internal ianguage
into machine instructions. The internal representation used by the compiler for
the BES:ii-6 proved to be totally suitable for the AS-6 central processor; therefore,
only the instruction generator is a part of the compiler specific to the AS-6
central processor. It is precisely to the instruction generator for the AS-6
central processor that this article is mainly devoted. In addition, in this
article data are presented which characterize the AS-6 central processor as a
FORTRAN machine.

The instruction generator for the AS-6 central processor, as are the other parts of
the FOREKS compiler, is written in the ASTRA language [3] and operates in the
BESM~6, producing a text in AS-6 central processor autocode [4]. The capacity of
the generator is about 3500 ASTRA instructions (about 6000 BESM-6 words).

The input language of the FOREKS compiler conforms basically to the FORTRAN-77
standard [5] and also contains facilities absent in FORTRAN-IV, such as "gtructural"
conditional instructions, IF-THEN-ELSE-ENDIF, cycle instructionms, DO-REPEAT (in

combination with the EXIT statement), as well as the CHARACTER (character change)
and BIT (bit change) data types.
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1. Brief Description of AS-6 Central Processor

In this section are described only those features of the AS-6 central processor
which influence the instruction generator. More detailed information on the AS-6
central processor, including a description of the instruction set, can be found
in [4].

L. Addressing Mechanism

The memory in the AS-6 central processor is virtual and segmented. The maximum
size of a segment equals 218 48-bit words. One task can work with no more than
4096 segments. The virtual memory is accessed by means of 48-bit descriptor re-
gisters. There are 16 of these registers. They contain the following information:

1. The number of the segment which is accessed (12 bvits).

2. The address within the segment. This address is called the base and occupies
24 bits.

3. The type of base (2 bits). In the AS-6 central processor it is possible to
- address not only whole words, but also half-words, bytes and bits. The type of
base shows in which kind of units the address within a segment is given.

4. The number of the index register or half-word adder through which indexing
will be performed.

The descriptors contain also other information which is not important for our pur-
poses. There are eight 24-bit index registers in the AS-6 central processor in
addition to the descriptor registers. The operations which can be performed in
them are addition and subtraction but their main function is the modification of
addresses. In an AS-6 central processor instruction the address of an operand in
the memory is given by means of the number of the descriptor register, the shift
(16 bits) and the indexing tag. The operand is accessed from the segment indicated
in the descriptor register. Its address within a segment is computed as the sum
of the shift indicated in the instruction, of the base of the descriptor and, if
an indexing tag has been set, the contents of the index reglster or half-word
adder whose number is given in the descriptor. The type of descriptor base must
dgree with the type of operand or be a word base. In the latter instance before
being added with the shift and contents of the index register or half-word adder
the descriptor's base is multiplied by 2, 6 or 48.

Descriptor registers can be used not only for addressing, but also for organizing
cycles: In the descriptor register are placed half-word steps and the final

value of the control variable; the instantaneous value of the control variable must
be stored in the index register. There is a 3-operand cycle end instruction which
with a positive value of the step is similar to the BXLE instruction in YeS
[Unified Series] computers (cf. [6]). TIf the step is negative, a transfer is made,
when the new value of the control variable is not lower than the final value.
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2. Adder Registers

- The eight 48-bit adder registers are designed for performing arithmetic operations
with a floating and fixed point, as well as logic’ operations.

Numbers with a floating point have a 40-bit mantissa, a 7-bit floating point part
and a sign bit. Negative numbers are represented in direct code. The floating
point portion is hexadecimal and normalization of the fixed point portion is per-
formed with an accuracy of a hexadecimal digit. The range of representable numbers
is from 16 °° to 16%3.

The set of operations on numbers with a floating point is the traditional one. The
mode for the execution of arithmetic operations is {ndicated in a special inter-
locking register. Normalization of the result can be interlocked, as well as over-—
flow and loss of significance interrupts, etc.

In the AS-6 central processor there are also instructions for working with double-
precision numbers. These numbers can be added, subtracted and multiplied. There
is no instruction for dividing numbers with double precision.

Whole numbers can be represented by two methods. Word whole numbers contain 47
bits and a sign. Ordinary arithmetic and logic operatioms, in addition to the di-
vision operation, can be performed on these numbers.

Half-word whole numbers contain 23 bits and a sign. The right halves of adders,
which are called half-word adders, are used when working with them. Negative
numbers are represented in complement. The operation set includes arithemetic
(including division) as well as logic operations. In addition, half-word adders,
as the index registers, too, can be used for modifying addresses.

The AS-6 central processor permits working with individual bytes and bits. Here
the far right bits of the adders are used as bit adders. All traditional logic
functions are included in the operation set. Operations with bytes are per formed
in the right byte of adders.

The adder registers can be used for operations with sequences of bytes and bits.
Here the length of a sequence must not exceed 12 bytes (96 bits).

3, Memory-Memory Format Instructions

Sequences of bytes and bits can be processed not only in registers but also in

the memory. The set of corresponding AS-6 central processor instructions is similar
to the instruction set of the S5 format in YeS computers with the only difference
that the length of operands is not obligatorily specified directly in an instruc-
tion: It can be placed in an index register and its number can be indicated in

the instruction. Here the length of operands can reach 2'® yords.

4. Dynamic Loading

The dynamic loading strategy (cf. [7), sec 4.9.2) 1s used in the AS-6 central
processor: Programs are loaded with respect to first access to them. As a result
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there will be no superflugus programs in the memory. Programs which have been
completed and have become unneeded will sooner or later be forced out into the
- secondary storage.

5. State Stack

- A unique feature of the AS-6 central processor is the state stack (hidden stack)’
mechanism. It makes possible the automatic saving of return addresses and the
saving and resetting of registers.

The stage stack operates in the following manner. Accessing of a subroutine is
written in the form of two instructions. In the first of them a so-called saving
mask is established, indicating which registers are to be saved- The second exe-—
cutes the jump per se. Here in the state stack is registered the return address
and certain other characteristics of the module from which accessing takes place.
While the subroutine is run the registers indicated in the saving mask are entered
into the state stack before the first execution of any instruction altering their
conter.ts. Thus, unused registers in the state stack are not stored.

X single return instruction is sufficient in order to exit from a subroutine. It
causes the resetting of registers hidden in the state stack and transfers control
to the return point.

2. Machine Representation of Language Objects

Numbers with a floating point are represented naturally. It was a more complicated
matter to select the representation of whole numbers. We settled our choice on
half-word whole numbers in order to render effective access to elements of arrays
and the implementation of cycles. 0f course, with this the range of representable
whole numbers turned out to be rather short: from 8388608 to 8388607.

The structure of the AS-6 central processor makes it possible to address the on-line
memory with an accuracy of a bit. Therefore, for logic values the AS-~6 FOREKS
compiler assigns in terms of a single bit. This makes 1t possible to work effect-
ively with very large (up to 223 elements) logic arrays.

Thus, regions of the memory of different sizes are assigned to values of different
types. This contradicts the FORTRAN-77 standard [5]. However, the memory savings
which originates when using whole-number and especially logic arrays in our opinion
outweighs this disadvantage.

Values of the CHARACTER and BIT type are represented as sequences of bytes (bits).
They are worked with only by means of memory-memory format instructions. Registers
are used only in converting from one type to another, e.g., from CHARACTER to
INTEGER.

Accessing an element of an array (e.g., A(I)) is a rather complicated operation
(setting the descriptor, setting the index and accessing per se). In addition,
operations with descriptors are performed rather slowly in the AS-6 central pro-

cessor. Therefore it is advisable to place arrays as much as possible in a single
segment, since then a single descriptor can be used without resetting for working
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with several arrays. The length of an array cannot exceed the size of a segment
(2'® words).

An individual segment is assigned to each common (COMMON) block. It follows from
this that different common blocks are protected from one another and improper
working with one block caunot influence another.

3. Algorithms Used

Methods of translating from FORTRAN are described in detail, e.g., in [8]. We
will dwell briefly on some algorithms used in the instruction generator for the
AS-6 central processor.

1. Generation of Instructions for Line Sections

A sequence of FORTRAN program instructions which does not contain control jump
labels and instructions (a line section), after syntactical analysis and optimiza-
tion, is represented in the form of a graph of triads (cf. [8]). Each triad con-
tains an operation indicator and references to triads representing operation oper-
ands. Triads of a special form represent variables. For a specified graph it is
possible to generate various sequences of instructions for its execution differing
in the computation procedure for triads and in the use of registers. The follow-
ing recursive algorithm is used in the realization described for the purpose of
generating triad computation instructions.

1. TInstructions are generated for computing the second operand of the triad (if
they have not already been generated).

2. The same for the first operand.

3. Instructions are generated for the performance of an operation of a triad on
its operands.

This algorithm is applied seugentially to all triads representing instructions of
the source program. The use of registers is described below. Although this
generation procedure is not always optimum (cf. [9]), practically speaking it makes
it possible to produce a sequence of instructions close to optimum.

2. Distribution of Registers

In the AS-6 central processor there are eight adders, eight index registers and 16
descriptor registers. The adders and index registers are distributed uniformly.

A table of registers is constructed. Each element of this table contains a refe-
rence to the triad which this register represents and the field describing the
state of the register (0--free, 1--occupied by a constant which must be indicated
directly in the instruction, 2—-~occupied and there is a copy in the memory, 3--
occupied and no copy in the memory, 4--register occupied and its contents cannot
be altered). In turn, the triad contains a counter which indicates for how many
triads it is an operand. Each time the triad is used as an operand in the genera-
tion of instructions its counter is reduced by a unit. When it becomes equal to

0 (i.e., the triad is no longer needed), the registers associated with it are
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‘marked as free. If an adder, for example, is needed for the next computation and
done are free, the adder with the minimum value of the state field is occupied.
Here attention is not paid to the counters in triads. Although theoretically this
algorithm is not optimum, in practice it is totally satisfactory.

Let us present the following data. Sixteen FORTRAN programs with a total size of
5614 strings were translated. With this 28383 machine instructions were generated,
5235 of them being instructions for setting adders. In only 98 instances did a
setting instruction cancel values whose presence in the register would be useful
later on. In 27 of these for the purpose of freeing an adder it was necessary to
copy it into the memory. In seven programs there was always a free adder and in
12 programs it was not necessary to copy adders into time variables. Data on the
most "inconvenient' program: 579 strings, 2578 machine instructions, 530 adder
settings, 17 of them (3.2 percent) canceled out needed values, and in all 17 cases
it was necessary to copy the adder into the memory.

As an experiment the table of adders was reduced from eight to four elements. The
register distribution algorithm remained totally workable: Of 5441 setting in-
structions 564 canceled out needed values. 1In 117 cases (2.2 percent of the total
number of settings) it was necessary to copy the adder into the memory. The con-
clusion can be drawn that for a locally optimizing compiler the presence of eight
adders renders unnecessary complicated algorithms for evading the triad graph

and for the distribution of registers. In our opinion the optimization examples
described in sec 6 can produce a great savings.

The distribution of descriptor registers is accomplished somewhat differently.

The difference is that one descriptor can be used for access to several variables
= . and arrays; therefore it is difficult to determine from counters in triads when
a certain descriptor becomes unnecessary. In the generator described descriptor
registers are marked as free only at the end of a line section. An analysis of 10
programs (3370 strings in FORTRAN, 18,459 machine instructions) demonstrated that
of 3320 descriptor register loading instructions 170 (5.1 percent) spoiled informa-
tion which later had to be put back into registers. (The instruction generator
uses 11 descriptor registers.) On average the result is not bad, but the behavior
of the most "inconvenient" program is considerably worse than the average: 103
out of 577 (17.9 percent) of instances of loading into descriptor registers de-
stroyed needed values. This program contains accesses to subroutines with a great
number of recurrent parameters. (In one line section are contained six accesses to
a subroutine with 34 parameters, and 29 parameters of the last of the six accesses
had been transferred previously.) With the available number of descriptor regis-
ters it is impossible to avoid completely the expulsion of required information,
but knowledge of the moment when information in a register becomes unnecessary in
this case would have reduced the number of "superfluous" loading events twofold
(the total number of loading events would have been reduced by approximately 10
percent).

For the purpose of optimizing cycles, invariant and increment expressions (i.e.,
expressions which vary by a constant amount after each completion of a cycle)
are computed before entering a cycle ('n the cycle's prologue) and are placed in
registers.
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3. Distribution of Memory

The memory for local variables and arrays of the subroutine to be translated is
assigned in a single segment insofar as this is possible. Then the following
segment is used, etc.

Let us describe the algorithm in greater detail. Local variables are distributed
in a segment in the following order:

= 1. Simple variables of the real type and other types requiring one or two words.
2. Simple whole-number variables.
3. Time variables of the CHARACTER type.
4. Simple logical variables and time variables of the BIT type.
5. Logic arrays, variables and arrays of the BIT type.
6. Variables and arrays of the CHARACTER type.
7. Whole-number arrays.
8. Arrays whose elements occupy not less than one word.

At the start of a program is placed the instruction for setting the base descriptor

- which indicates the point between variables and arrays; it has a word type of base.
Simple variables and arrays are addressed with reference to this descriptor if it
makes possible a 16-bit shift in the instruction. rhis distribution of variables
is caused by the fact that in the AS-6 central processor the size of an instruction
depends on the size of the shift in it. The size of the field for shifting in an
instruction varies from 0 to 2 bytes depending on the size of the shift. This
memory distribution arrangement increases the number of variables with slight
shifts relative to the base descriptor.

As already mentioned, an individual segment is assigned for each common blogk. The
subroutine's instructions and its constants are distributed in an individual seg-
ment. Writing into this segment is inhibited by hardware; therefore, the possi~
bility of the erasure of instructions is eliminated, as well as the possibility of
changing constants by means of assignment to formal parameters.

4. Accessing of Elements of Arrays

The AS-6 central processor instruction set makes it possible to program accessing of
an element of an array by several methods. The instruction gemerator described

uses only index registers for indexiag and not half-word adders, indexing with
which is performed more slowly. 1In addition, the instruction generator in the line

section obviates the installation of new descriptor registers since operations with
descriptors are performed rather slowly. However, in the cyecle prologue
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descriptors are established, inasmuch as 1is possible, for all arrays which are
worked with in the cycle.

5. Creation of Machine Instructions

AS-6 central processor instructions have various modifications. For example, in
the majority of 2-operand instructions the first operand must be in a register and
the second can be in the on-line memory, in a register or part of a register {e.g.,
in the left half of an adder for operations with half-words), and also can be a
constant specified directly in the instruction (constants can be of two lengths—-
: 1 and 3 bytes). Instructions for jumps, the formation of descriptor registers,
- etc., have a special format. Accordingly, the writing of an instruction in auto-
code also has several formats. In view of this, the method of creating machine
instructions used by us, making it possible to generate uniformly various sequences
of instructions, can be of interest.

The GYeNKOM subroutine for the creation of machine instructions receives the follow-
ing parameters from the triad processing subroutine: reference to the so-called
macroinstruction, and several macroimstruction operands (their number depends on

the macroinstruction). An operand can be the number of a register or a reference

to a triad or to an element of a table of characters.

The macroinstruction consists of pictures of machine instructions. In a picture
are described the operation (it is represented by a reference to a description of
the machine instruction) and operands of the instruction in question. A certain
operand can be the same for all uses of a given macroinstruction and then its value
is presented in the picture. Otherwise the description of the operand in the in-
struction's picture indicates the number of the parameter of the GYeNKOM subroutine
which must be put in place of this operand. The description of a machine instruc-
tion contai~s an operation code (the symbolic name of the instruction in autocode)
and several more bits demonstrating how the features of the result are changed

when the iistruction in question is executed.

The GYeNKOM subrecutine analyzes the mscroinstruction and generates machine instruc-
tions, substituting in place of operands not specified in the macroinstruction '
«values conveyed as parameters. Furthermore, if the parameter is a reference to a
triad it is ascertained whether the value of the triad is found in a register and
whether it is a constant which can be placed in the instruction. Various modifica-
+rions of the instruction are generated depending on the fulfillment of these con-
ditions.

6. Optimization in the Instruction Cencrator

The following actions are taken for the purpose of optimization in the instruction
generator:

1. Jump instructions causing the transfer of control to the next instruction are
eliminated.

9. Unneeded check instructions before conditional jumps are eliminated on account
‘of the following of instructions which produce result control characters.
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3. The commutativity of operations is employed, which makes it possible to avoid
unnecessary instructions for loading into adder registers.

4. The available instruction for the reverse subtraction of numbers with a floating
point is used together with the subtraction instruction.

5. Multiplication or division of a whole number by a power of two is replaced by
an arithmetic shift.

6. Everywhere it is possible an operand which is a constant is placed directly
in an instruction, which reduces the number of accesses to the memory.

7, When assigning a zero value, the zero write instruction is used, and when
assigning a logical variable the value TRUE, an instruction for writing a 1 into the
pnsition.

8. Parameters for function-formulas are transferred through value and not through
reference.

9. If assignments are not made for the parameter of a subroutine, the value itself
is written into the place of the reference to the value of the parameter upon enter-
ing the subroutine.

4. Comparison with the FOREKS Compiler for the BESM-6

The main advantage of the AS-6 central processor is the large virtual memory, which
makes it possible to describe in a natural manner problems whose programming on a
BESM-6 causes serious difficulties. Still another plus is the much iarger, as
compared with the BESM-6, range of real numbers which can be represented and the
hardware for working with double-precision numbers.

As far as working speed is concerned, it is not much better than in the BESM-6.
Data which we have accumulated demonstrate that FORTRAN programs which do not
employ operations with double precision are run on the AS-6 central processor an
average of 1.2- to 1.5-fold faster than on the BESM-6. In problems which inten-
sively employ whole-number arithmetic the gain in speed is higher (close to two-
fold). A threefold gain in speed was observed in logic tasks. Since the optimi-
zation procedures carried out are the same for both computers and the design prin-~
ciples of the instruction generators are close, the difference in running speed is
caused basically by the different speeds of the BESM-6 and AS-6 central processor.

However, in certain cases a program is run more slowly on the AS-6 central processor
than on the BESM-6. The reason for this is the small number of postscript regis-
ters. If in a cycle eight or more pages of the on-line memory are worked with

a postscript will be retrieved constantly, which drastically reduces the speed.

Let us cite the following figures. One program is run on the BESM-6 in 3 min 30 s.
On the AS-6 central processor it took 4 min 5 s to run. The fact was that in a

short cycle nine arrays were worked with and they were all on different pages.
When these 10 [as published] two-dimensional arrays were replaced by a single
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three-dimensional, as a result of which the elements which are worked with at
close moments of time were side by side, the running time, in spite of the compli-
cation of access to elements of the arrays, was reduced to 2 min 25 s. The sav-
ings is quite considerable.

1

Thus, in writing a program it is necessary to pay attention to the fact that work at
close moments of time be done with close addresses, i.e., that the working set be
sufficiently small. This requirement relates to programming for any computer with
a virtual memory. With frequent jumping from page to page, besides the retrieval
of a postscript the transfer of data from the external storage into the on-line
memory will often take place, which also slows down execution of the task.

As far as the size of the programs generated is concerned, the instruction portion
of programs is approximately 20 percent shorter for the AS-6 central processor.

5. The AS-6 Central Processor as a FORTRAN Machine

The overwhelwing majority of programs run on a computer are written in a high-level
language, i.e., machine instructions themselves-are generated not by a human being
but by a compiler. Therefore, on the one hand in making a compiler every effort
should be exerted to utilize the advantages of the machiue and, on the other hand,
in designing a computer it is necessary to pay attention to existing programming
languages and methods of compilation, taking into account what the translator can
do and what it cannot do, what is easy for it and what is very difficult. FORTRAN
is one of the most common languages and it is important to us to evaluate the AS-6
central processor from the viewpoint of FORTRAN, for a programmer writing in this
language is interested precisely in the characteristics of a virtual FORTRAN machine
and not of a real physical machine.

On the whole the AS-6 central processor is quite successful as a FORTRAN machine.
The virtual memory, the presence of a great number of directly addressable regis-
ters, the advanced instruction set, the unique state stack mechanism, the memory
protection apparatus--all these represent advantages of no small importance.

It is necessary to mention that the AS-6 complex is designed for a broad range of
applications. Therefore, if the AS-6 central processor is used only as a FORTRAN
machine many capabilities of the processor will be unutilized. Of the 186 non-
privileged instructions of the AS-6 central processor a FOREKS compiler can use
only 80 (43 percent). For the sake of comparison, let us say that on the BESM-6
the FOREKS uses 35 instructions out of 46 (76 percent).

\

The program magazine (similar to the magizine in the BESM-6) available in addition
to the state stack is utilized poorly. ‘'he powerful mechanism for the virtual
performance of operations, when an operation is performed in the usual manner but
the result is written nowhere but serves the purpose of generating control charac-
‘ters, is utilized only to a small extent. The FOREKS compiler can generate only
two of these instructions: virtual setting and virtual subtraction. It seems to
us that the other check instructions are also not necessary for a FORTRAN machine,
.and instead of virtual subtraction it is preferable to utilize a comparison in-
struction which does not result in overflow. Of course, in the AS-6 central
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processor there are instructions for comparing whole numbers, bytes and bits,
but there is no instruction for comparing numbers with a floating point.

Meanwhile it seems to us that for the convenient implementation of a compiler from
FORTRAN in the AS-6 central processor there are not enough setting and write in-
structions and instructions for dividing numbers with double precision. Also in-
convenient is the fact that the addition, subtraction and multiplication of numbers
with double precision can be performed only by having placed both operands in adder
registers.

In [10] it is stated that a machine is good if a compiler can utilize its advantages

- without high costs. The AS-6 central processor does not totally meet this require-
ment. TFor example, it is difficult to select an optimum method for accessing ele-
ments of an array.

- Of course, the AS-6 central processor offers many opportunities for optimization,
the utilization of which is fairly simple (they are listed above), and this is an
important advantage of the machine.

- The results of a measurement of the frequency of the use of various instructions
of the AS-6 central processor in the text of programs generaced by a FOREKS compiler
are given in table 1. The gathering and processing of statistical data were per-—
formed by means of the POPLAN system [11]. Several FORTRAN programs numboring a
total of 2146 instructions were translated. With this 12,754 machine instructions
wera generated. Fifty-four instructions of the AS-6 central processor were used.

Table 1.

Name of instruction Percentage of use

Formation of descriptor 1
Writein of descriptor 1
Setting half-word adder

Setting adder

Writein of adder

Writein of half-word adder

Setting saving mask

Jump with return

Setting index register

Multiplication with floating point

Setting descriptor with connective

Addition of half-word whole numbers

Addition with floating point

Index register writein

Setting descriptor

End of cycle

Subtraction with floating point

Multiplication of half-word whole numbers
Write zero into word

Other instructions

.

WOy~ 00
. . .
ounwvouo &,

. .

W HERHEERERREENDOWSSSSS

B WWLMONWWO®WUO
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The most used were the instructions for forming and writing in descriptor registers.
They are used mainly in transferring parameters. The formation instruction is
rather slow, which has a negative effect on the running speed of FORTRAN programs.

Let us point out also that virtual operaticns made up only 0.3 percent. Conversion
of a number from a whole number into a floating was encountered 41 times and from

a floating intz a whole 5 times. The reverse subtraction instruction mdde up 20
percent of all cases of subtraction with a floating point. It was possible to use
the shift instruction in 32 percent of instances of the multiplication and division
of whole numbers. The writein of a zero made up 15 percent of all word writein
operations.
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UDC 681.3

SYSTEM OF DIALOGUE PREPARATION OF TASKS FOR UNIFIED SERIES COMPUTERS

Moscow PROGRAMMIROVANIYE in Russian No 5, Sep-Oct 81 (manuscript received 2 Sep 80)
pp 68-73 o

{Article by V.V. Khanykov, A.V. Rybakov and N.V. Anan'ina]

[Text] In this paper a description is given of an instrument system for working
with a design library for Unified Series (YeS) computers in the operating system.

The development, debugging and utilization of software in a YeS operating system

assume the heavy use of an assignment control language (YaUlZ). The complexity of
the software, the English language mnemonics and the "machine" orientation of the
YaUZ cause a great number of errors in assignments. The apparatus of catalogued

procedures only partly facilitates the user's situationm.

For the develbpment of YeS computers the problem of facilitating communication
between the user and the YeS operating system assignment control system on the
national level has become pressing.

In this paper a solution based on the creation of a psychologically natural input
language is discussed and a description is given of the implementation of a pre-
processor for the dialogue preparation of assignments for YeS computers. .

The rejection of a dialogue assignment remote input (DUBZ) system was caused by the
fact that the instruction language used in it requires a great number of input
characters in describing an assignment and is oriented toward the English language.
In addition, when working with a DUBZ system the possibility of parallel-series
input is lacking and the effectiveness of the work itself is determined to a great
extent by the configuration of the system and the number of users working simul-
taneously.

The features of the development of the input YaUZ by means of a preprocessor are
{1lustrated in the example of the creation of a function-oriented language for
working with a design library [1]. The procedure for specifying function state-
ments is as follows:

An analysis is made of user's actions in the development and debugging of routines
by means of a design library.
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In the user's wark typical actiona are singled aut which are usually independent of
the computer and are determined hy the specifics of the axea of analyais.

Each typical action or combination of them is assigned some function-oriented
statement whereby the variable parts of these statements correspond to real objects
on which the user plans actions in his assignment.

The following can be placed under the heading of typical actions of a user when
working with a design library: designation of a specific library from a great
number of permissible libraries in the system, selection of a specific section of a
library, and the set of functional operations relating to manipulating a selected
object. The minimum set of function-oriented statements for working with a design
library must include the following statements: start of assignment, notation in
design library, translation from library, editing of contents of library, start
execution, circulation of contents of library for different machine media, etc.

The variable parts in these statements specify the names of assignments, libraries
and objects in the system.

For convenience of the user's working with the system a set of service functions
must be provided for the creation of the design library and for maintaining it in
the working state. In addition, the service functions provide the user with all
the necessary information regarding the state of the design library and the system
as a whole.

The procedure for analyzing YeS computer YaUZ statements for the user's work with
the design library and for the formation of function-oriented statements is dis-
cussed in [2].

A set of Unified Series operating system assignment control language (YaUZ OS YeS)
standard statements performing similar actions is specified for each function-
oriented statement. The software converting function-oriented statements into
standard assignment control language statements performs the role of a preprocessor
for the YeS operating system.

The purpose and functions of the steps of preparing and performing an assignment
in the process of the creation of software are different. At the first step the
user must formulate the sequence of actions in the assignment and describe it in
the assignment control language. At the second step these actions are implemented
in the computing environment of a YeS computer.

The authors sugggest that minicomputers be used in the first step. For this purpose
a dialogue assignment preparation (DPZ) system has been developed for YeS computers.
The main objective of the system is for the user to be able to use function-oriented
statements in the dialogue mode for working with the design library, as well as to
of fer him timely consultation in working with the assignment control language.

Here it is necessary to make possible the recognition of function-oriented state-
ments regardless of the national language.

The structure of the software of the dialogue assignment preparation system was
- ehosen on the basis of this objective (fig 1). The system can be in one of two
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modes--"Assignment Preparation” er "Consultation"--whereby the first is the basic
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Figure 1.
Key:
1. Dialogue maintenance routine 4. Assignment control language state-
2. Response check routine * ment and document generation rou-
3. System tables tine

5. Consultation subsystem
6. Text information for consultation
subsystem

When it is necessary to obtain information the user can establish the "Consultation"
mode. For this he must begin the input of a response to any dialogue assignmeant
preparation question with a special character. ~

In the system is provided the issuance of i{ndividual information on the purpose and
syntax of variable information contained in function-oriented statements, on the
algorithm for user's actions in the development and debugging of routines, and also
on working with the dialogue assignment preparation system itself.

The changeover to the "Assignment Preparation" mode occurs automatically after the
end of a response to a user's question. The existence of the two modea makes it
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possible for an untrained user not only to prepare packages of assignments inde-
pendently, but also to learn the YeS computer operating system assignment control
language.

Not the syntactical analysis of function-oriented statements but selection according
to the type of function (selection from a list) is used in the dialogue assignment
preparation system. The table of functional operations on the screen of the display
is shown in fig 2. This®method of implementing the recognition of function-oriented
statements makes possible maximum independence from the national language and re-
duces the number of errors in writing an assignment. In addition, the problem of
informing the developer regarding statements used in the dialogue assignment pre-
paration system is solved automatically in this case.

‘

PRINTOUT TEXT GET INFORMATION CLEAR AREA ON DISK

PRINT HEADING OF LIBRARY PRINT HEADING OF LIBRARY PRINT HEADING OF LIBRARY CL
SL RL

COMPRESSION OF LIBRARY SL  COMPRESSION OF LIBRARY RL COMPRESSION OF LIBRARY CL

REMOVAL FROM LIBRARY SL REMOVAL FROM LIBRARY RL REMOVAL FROM LIBRARY CL
- TRANSLATE INTO PL/1 TRANSLATE INTO FORTRAN TRANSLATE INTO ASSEMBLY LAN-
GUAGE
CHANGES PRINTOUT VTOC EXECUTE
CATALOGUING IN LIBRARY SL  OPTIMIZATION OF ASSIGN- CATALOGUING IN LIBRARY CL
MENT
END OF FORMATION OF PRINT ENTIRE LIBRARY INDEPENDENT OPERATION
ASSIGNMENT

N

Figure 2. [Designations SL, RL, CL and VIOC are in the Roman alphabet; the
rest is in Russian.]

After the user selects a fuiction the system initiates a dialogue, specifying re-
fining questions in the natural language relating to objects and the attributes of
specific statements. The dialogue between the user and the dialogue assignment
preparation system is constructed on the basis of rules for the use of function-
oriented statements.

The user's responses in the "Assignment Preparation" mode pass tests based on the

requirements of the syntax of the YeS operating system assignment control language.

In the case of an incorrect response on the part of the user the dialogue assign-

- ment preparation system diagnoses the error and suggests that he repeat the input
of a response. Only correct responses are entered in the appropriate table of the
dialngue assignment preparation system.

A table with the 1list of functions lights up on the display's screen each time
after the end of the input of the required information relating to the preceding
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function. This makes it possihle to construct packages of assignments not accord-
ing to a strict algerithm but in keeping with the user's requirements.

The purpose of the "Optimization," "Get Information' and "Independent Operation'
functiolis of the dialogue assignment preparation system must be emphasized especial-
ly. When it is necessary to optimize an assignment with respect to the time for
execution on a Ye§ computer and/or with respect to the distribution of the magnetic
disk storage, the “optimization" function must be indicated as the last function

in creation of the package. The "Get Information” function accomplishes the output
to the display's screen and alphanumeric printer of the basic key concepts used in
working with the dialogue assignment preparation system. The "Independent Opera-
tion" function makes it possible for the user to form directly on the display's
screen the YeS operating system assignment control language statements needed by
him. Thereby the conditions are created for describing unique assignment steps,
which makes it possible to realize the multifunctional capabilities of a YeS com-
puter operating system.

Upon termination of the formation of an assignment the dialogue assignment prepara-
tion system, based on the information stored in system tables, constructs YeS
operating system assignment control language statements and the documentation for
the package created. Instructions for the computer operator and a verbal descrip-
tion of assignment steps are included in the documentation.

An example of a dialogue between a user and the dialogue assignment preparation
system is shown in fig 3. An assignment for a YeS operating systen (fig 4) was
formed as the result of the system's operation. The parallel-series input of in-
formation is provided in the dialogue assignment preparation system for the ex-
perienced user. This makes it possible for the user to input, in response to the
first question, all the necessary information relating to the function selected.

DPZ [dialogue assign-
ment preparation sys-

tem]: DPZ SYSTEM WORKING. ENTER NAME OF ASSIGNMENT.

USER: RABOTA [in Roman alphabet]

DPZ: ENTER CLASS OF ASSIGNMENT.

USER: 7

DPZ: CLASS OF ASSIGNMENT DETERMINES PRIORITY OF RUNNING OF
ASSIGNMENT. SPECIFIED BY ROMAN CHARACTERS FROM A TO O.

USER: i A

DPZ: ENTER NAME OF LIBRARY.

USER: PRO_BA

DPZ: ERROR IN ENTRY OF LIBRARY NAME. REPEAT ENTRY.

USER: PROBA [in Roman alphabet]

* * * *

Then a tahle with a list of functions is output onto the display's
screen. The user indicates by means aof the cursor the function
"Cataloguing in SL."

*x k k k
[Continued on following page]
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DPZ: ENTER NAME QF TEXT.
USER: TEXT [in English]
DPZ: ENTER DATA. ‘
USER: TEXT: PROCEDURE OPTIONS(MAIN); [in English]
/
¥ * *
USER: /*

* ® * *

A table with a list of functions is output onto the display's screen.
- The user indicates by means of the cursor the function "Translate into

PL/1."
* * * *
DPZ: ENTER NAME OF MODULE.
USER: TEXT [in English]

* * * *

A table with a list of functions is output onto the display's screen.
The user indicates by means of the cursor the function "End of Formation
of Assignment." '

Figure 3.
//RABOTA JOB MSGLEVEL=(1,1),CLASS=A [in English]
/1%
//* CATALOGUING IN LIBRARY [in Russian] SL
/1%

//RABOOO1 EXEC PGM=IEBUPDTE,PARM=NEW
//SYSPRINT DD SYSOUT=A

//SYSUT2 DD DSNAME=PROBASL,

//  UNIT=SYSDA,DISP=MOD,VOLUME=SER=0SVALD
//SYSIN DD DATA

./ ADD NAME=TEXT,LIST=ALL,LEVEL=00,SOURCE=0
./ NUMBER NEW1=0,INCR=1

TEXT: PROC OPTIONS(MAIN);

/%

/1%

//* TRANSLATE INTO PL/1 [in Russian]

/1%

//* STEPL - TRANSLATION [in Russian]

/1%

//RABOQD2 EXEC PGM=IEMAA,PARM=NODECK,LOAD,SIZE=52K",
[Continued on following page]
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//  REGION=52K

//SYSPRINT DD SYSQUT=A

//SYSUT3 DD DSNAME=&&SYSUT3,UNIT=SYSDA,

//  SPACE=(80,(250,250)),

//  DCB=BLKSIZE=8Q

//SYSLIN DD DSNAME=&S&L,OADSET ,DISP= (MOD,PASS) ,UNIT=SYSSQ,

//  SPACE=(80,(250,100))

//SYSUTL DD DSNAME=&&SYSUTL,UNIT=SYSDA,
- //  SPACE=(1024,(60,60),,CONTIG),

/|  SEP=(SYSUT3,SYSLIN),DCB=BLKSIZE=1024

//SYSLIN DD DSNAME=PROBASL(TEXT),

//  UNIT=SYSDA,DISP=QLD,VOLUME=SER=QSVALD

/1*

//* STEP2 - CATALOGUING IN LIBRARY RL [in Russian]

/1%

/ /RAB0003 EXEC PGM=TEWL , PARM="NCAL' ,COND=(8,LT,RAB0002)

//SYSPRINT DD SYSOUT=A

//SYSIMOD DD DSNAME=PROBASL (TEXT),

//  UNIT=SYSDA,DISP=OLD,VOLUME=SER=0SVALD

//SYSUT1 DD DSNAME=&&SYSUT1 , UNIT=SYSDA, SPACE=(1024, (100,25)),
- //  SEP=SYSLMOD, DCB=BLKSIZE=1024

//SYSLIN DD DSNAME=&SLOADSET,DISP=(OLD,DELETE) ,UNIT=SYSSQ

/*

/!

Figure 4.

The dialogue assignment preparation system is implemented as a set of individual
subroutines written in FOKAL. Therefore the addition of a new or the exclusion of
an old function in the .structure of the dialogue assignment preparation system
does not present special problems and can be performed by the user.

The following set of hardware is needed for the normal operation of the dialogue
assignment preparation (DPZ) system: a minicomputer of the "Elektronika' type

(or a CM-3 or CM-4) with an expanded on-line memory unit; a VIDEQOTON-340 display;

an alphanumeric printer of the DZM-180 type; and an IZOT 1370 magnetic disk storage.

In conclusion let us formulate the distinctive features of the system suggested
for the dialogue preparation of assignments for YeS computers.

1. The use of the national language in the dialogue is conducive to freeing the
user from remembering complicated YeS computer assignment control language mnemonics
and to reducing the time for the preparation of an assignment.

2. The existence of two modes makes it possible for the user to obtain a con-
sultation at any moment of time in working with the system.

3. Checking of the correctness of user's responses eliminates syntactical errors
in the preparation of an assignment, which is conducive to the efficient utiliza-
tion of machine time for YeS computers.
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4. The number of characters to be input by a user in working with the DPZ system
is reduced drastically.

5. Adaptation of the DPZ system to the level of the user's professional training
is made possible by the employment of a serial or parallel-serial data input mode,
as well as by means of the "Independent Operation" function.

6. The functional nature of subroutines makes it possible to expand and develop the
- DPZ system without a cardinal change in its structure.

7. The tabular organization of data in the system makes the following possible:

the entry of changes in information entered without waiting for the end of the

formation of a package; the efficient construction of the sequence of assignment

steps in a package; and the creation of uniform documentation conforming precisely

to the assignment package, simultaneously with construction of the package itself.
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UDC 681.3.06

ORGANIZATTON IN DISPAK OPERATING SYSTEM OF DETERMINATE OUTPUT OF INFORMATION OVER
ENTIRE FIFLD OF OUTPUT UNITS OF MULTIMACHINE COMPUTING COMPLEX

Moscow PROGRAMMIROVANIYE in Russian No 5, Sep-Oct 81 (manuscript received 28 Apr 80)
pp 88-91

[Article by V.P. Petlinskiy and V.F. Tyurin]

[Text] Questions are discussed, relating to the software simulation by means of
an operating system of the total field of output units in a multimachine computing
complex. A method is suggested for determinate output based on dividing the
single common output waiting line into a number of separate waiting lines. The
implementation of this method in the DISPAK operating system is described.

In the development of operating systems (0S's) for a multimachine computing com-
plex (MVK) traditional strategies and principles are often used for organizing the
operation of both the entire system and of individual components of it in a single
machine. This results in the fact that many additional possibilities of the MVK

- are unintentionally constricted or are not utilized at all, both from the viewpoint
of conveniences for the user and of the more intelligent organization of running
a solution to problems, and from the viewpoint of the effectiveness of the utiliza-
tion of equipmert.

For example, the traditional strategy for outputing information in the single-
machine variant of the DISPAK operating system is buffering in the calculation
process, formation of a request for output and placing it in a single common waiting
line for the end of the task and attending to requests, uniformly formulated and
indistinguishable from the viewpoint of the operating system, from the common
waiting line after the end of the task. Let us mote that a request formulated for
output, after being placed in a common waiting line, does not carry any additional
information regarding its belonging to a specific task of the user. This sort of
organization of output has become widespread in many operating systems, since it
makes it possible easily to implement a multiprogram calculation mode and is class-
ified as system output [1].

With system output different kinds of information intended for output to various
types of peripheral output units are distributed in the DISPAK operating system
into their own output waiting line [2], and in the 0S/MFT, 0S/MVT and YeS [Unified

Series] operating system [3, 4] into their own output class, similar to the output
waiting line in the DISPAK operating system. One or more output units orientad
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- toward a specific type of information to be oqutput are connected to each output
waiting line. Thus, in the output buffer it is possible tq oxganize as many
waiting lines as the types of output units specified in generation of the operat-
fng system in a given equipment configuration.

i

In the DISPAK operating system it is possible to indicate four types of output
units in generation of the operating system for a single computer: the ATsPU-
128/2M [alphanumeric printer] type for rapid printout (up to two); the PI-80

type for punched cards; the PL~80 type for punched tape; and the CALCOMP type for
a graph plotter [5]. In the process of this study in the output buffer it was
possible to organize up to four individual output waiting lines for the number of
types of output units.

Let us discuss the procedure for attending to each of these waiting lines. Re-
quests from the waiting line are selected for service according to the rule

"first come, first served" (FIFO [first in, first out] [6]). If not just one

unit works with the waiting line in question (output waiting line for rapid print-
out), then units are selected for operation in cyclic order, by turms [2]. It is
obvious that in the latter case according to the arrangement described above for
the organization of system output, the possibility of tying in the output from a
specific task to a specific unit--determinate output--is eliminated. The same
output strategy was used also in DISPAK operating system versions at work in
BESM-6 multimachine computing complexes.

Meanwhile the existence of a common output buffer for the MVK makes it possible to
consider the combination of all output units of the complex as a common output
field (a maximum of eight ATsPU-128/3M's, four PI-80's, four PL-80's and four
CALCOMP-type graph plotters), but not with the hardware switching of units [7]
for operating with a required computer of the complex, but by means of software
switching or the software simulation of this switching. With this more flexible
strategies for utilizing each unit in the total field are possible. The need for
these strategies is occasioned by the large flow of information output from all
computers of the complex requiring determinate output in the total field, as well
as by the untraditional methods of processing output information in the dialogue
terminal systems undergoing intense development in recent times.

These strategies must make the following possible:

The establishment of priority service according to the "last come, first served"
rule (LIFO [last in, first out] [6]) for specific categories of users.

The putting together of a continuous printed output listing (a roll) for the
tasks of one or more subdivisions of users for a specific time period--the ad-

ministration of output.

Distribution of the output of users of the teleprocessing system over remote user
stations furnished with rapid printing units.

Storage of the output of specific tasks of users on a disk (tape) in the form of
an output file, but without actual printout for the purpose of subsequent process-
ing in the dialogue mode at a terminal.
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With the output of especially valuable information (e.g., in the machine duplica-
tion of documentation on a unit with high printing quality), the sending of 1t
to a unit set aside for this purpose.

Checking the operation of the required output unit by means of test tasks while
solving other problems in keeping with a set schedule without disrupting the
usual solving mode. '

For the purpose of enabling the capabilities indicated above, the output strategy
in the DISPAK operating system described above was changed. One of the main prin-
ciples on which the new strategy is based is the separation of the single common
output waiting line for each type of information into a common line and a number
of separate output waiting lines (a total of 32 waiting lines for each type of in-
formation). The second important principle is the introduction of software-simu-
lated switching of any of the output units of the total output field of the MVK
for working with only one of the output waiting lines.

With this output strategy each separate waiting line receives requests for the
output of specific tasks of users, and each waiting line is served by one (or
more) preindicated unit. Additional tables of two types placed in the common
disk storage have been introduced for the purpose of implementing this kind of
service.

The first type of table is represented by tables for the selection of requests
(from a combination of key characters of the user's code) and for the distribution
of requests selected to the required output waiting line. In the 'same tables
information is stored on the order for placing a request in the waiting line for
service (FIFO or LIFO). The second type of table—--the unit switching table--
contains information on which waiting line is served by a specific unit of the
MVK's total output field. Tables of both types contain check information which

is used for checking their contents from the entry of a random code both with
computer hardware errors and with possible software errors.

The employment of the method described above for organizing determinate system
output has a number of important advantages over the alternate method implementing
these possibilities through the system of working with a single common output
waiting line. It is obvious that in this case each request sent for buffering

to the common waiting line must carry an identifier of the unit out of the entire
combination of units assigned to this waiting line which will receive the actual
output. Later, when the common output waiting line is dumped, this identifier is
used for referencing to a specific unit. . .

1t is possible to single out three key advantages of the output strategy used.
First, the tabular method of distributing information over separate waiting lines
makes it possible to achieve great flexibility in possible distribution variants
at a lower cost, since there is no longer a need to revise operating system rou-
tines for the purpose of adjusting for the variant selected. For the required
distribution it is sufficient to £11ll in the tables in the external storage anew,
which is easily achieved by using service utilities.
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Second, in the distribution of addressed requests from a commor waiting line the
need arises of retrieving, sorting and accessing requests from the watting line
z according to individual identifiers of units. The addition of these algorithms
can increase to a great extent the amount of routines in the operating system.
Meanwhile the specifics of the running of operating system routines (strict re-
quirements with regard to the capacity of the memory used) reduce and in our case
totally eliminate the possibility of using algorithms of this sort. Algorithms
with preliminary tabular distribution with subsequent simple serial accessing
are implemented considerably more compactly. '

Third, in our case overhead costs in the operating system for the startup of
schedulers of the operation of external units are reduced, since it is known be-
~ forehand whether there are requests for operation in the waiting line to which
the external units of a given computer of the multimachine complex have been
- assigned. In the variant which {s the alternate of this, startup of the external
’ unit operation scheduler must be carried out whenever the common line is not
empty, since its functions include the sorting of requests and referencing to the
required unit.

It can also be stated that for the output strategy employed the protection of in-
formation from unsanctioned access and the LIFO rule for privileged requests for
output are implemented easily.

All 32 output waiting lines have a different status. The waiting line with the
number 1 is the common waiting line. It recelves all requests for output which
are not distributed by means of selection tables to any separate waiting line.
Waiting lines with numbers beginning with 2 and ending with 20 are transient or
on-line planning waiting lines. The sequence for the placement of requests in
these waiting lines and the serving of requests from these lines can be altered
on line on the basis of up-to-the-minute requirements. The waiting line with the
number 13 is used for the distribution and accessing from it of requests for

test output, for testing the proper working order of the required unit of the
MVK's total output field. The waiting line with the number 14 1s used for buffer-
ing requests for output which are later to be teleprocessed. The copying of in-
formation from this waiting line onto a teleprocessing disk (tape) is provided
for in the system. The placement of requests into this waiting line is possible
both by the usual method--by means of request selection-distribution tables——
and through an extracode for storage of the output file in a teleprocessing disk
“(tape). The storage of these files in a general archive of output teleprocessing
f1les has been implemented at the present time. The organization of personal
archives of usei's output files is to be provided for later. This method can be
wused as an alternative method of the sheet-by-sheet interrogation of output in-
formation described in [8]. Distribution into this waiting line for administra-
tive requirements also has been provided for tasks which end accidentally. Waiting
1ines with the numbers 15 and 16 are reserved for serving remote teleprocessing
stations furnished with rapid printout from output units of the total MVK field.
Waiting lines numbering 17 through 32 are administrative. The placement of re-
quests for output and the output of information from theae walting lines are
accomplished automatically. Furthermore, in units set aside for serving admini-
strative waiting lines the mode of outputing printouts for user subdivisions has
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been implemented. All the information of a schedule for a fairly long time period
(up to 2 to 3 24-h pexiods) is assigned in advance and is stored In system tables
and scales. This informatton determines groups of users to he served in this

mode, the units on which the serving of administrative waiting lines is implemented,
and the following order of periods for serving user subdivisions.

The protection of information distributed into any separate waiting line (through
an access key) and protection from its redistrihution into another waiting line

- are provided for in the system. The same protection is provided also for units
attached for serving a specific waiting 1line.

Of course, the formation and correction of tables and scales for all five types of
waiting lines 1is a labor-intensive process which is difficult to perform by hand
without errors. The SYeRB (Servis Razgruzki Bufera [buffer dumping servicel)
dialogue system was developed for facilitating the entire set of operations re-
lating to enabling determinate output capabilities in the total field of MVK output
units. This system includes a number of utilities which make it possible to obtain
information on all waiting lines in a form convenient for perception on the screen
of a display, to control on-line waiting lines, to organize archives of output
files, to form, edit and enter into system tables a schedule for administrative
waiting lines, and to set and cancel access keys for waiting lines.

An instruction language is used for communication with users of the SYeRB system.
Protection from unsanctioned access to the system through a key is provided for
in the SYeRB system.

Proposed as a further development of the system described is the creation of a
combination of utilities for working with archives of user output files for the
purpose of their dialogue or package editing and output in processed form to the
required unit.

In conclusion let us mention that all the above-described capabilities of the
DISPAK operating system and SYeRB system have not been realized in operating
systems known to us both for the BESM-6 computer and computers of the YeS type
(4, 9]. On the other hand, the organization of system output in keeping with the
system described in this article can be used with success both for BESM-6 MVK's
and YeS MVK's, as well as for MVK's of greater capacity.
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PUBLICATIONS

uDC 629.7.017.2

CONTROL ALGORTTHMS FOR SPACECRAFT

Moscow UPRAVLENIYE DVIZHUSHCHIMISYA OBvYEKTAMl NA OSNOVE ALGORITMA S MODEL'YU in
Russian 1981 (signed to press 17 Apr 81) pp 2-8, 227-232

[Annotation, introduction, bibliography and table of contents from book "Control
of Moving Objects Based on an Algorithm with a Model", by Igor' Mikhaylovich
Sidorov, Lyudmila Yevgen'yevna Goncharova and Valeriy Georgiyevich Lebedev,
Izdatel'stvo "Mashinostroyeniye", 1063 copies, 232 pages] .

[Excerpts] Annotation

This book reviews a new class of algorithms with models that are realizable in on-
board computers included in the control contours of moving objects such as flying
craft, the rolling stock of high-speed surface transportation systems, and other
complex mechanical systems. Tt considers algorithms with models that have a high
level of adaptability to external disturbances and to a gituation of limited infor-
mation., The potential of the algorithms described is demonstrated through the
example of a number of problems of orienting and stabilizing controlled objects.

- The book is intended for engineers specializing in dynamics and comtrol of flying
craft. :

Introduction

The use of onboard digital computers in the control systems of rockets and space-
craft raises a number of new questions, among which are the designing and building
of the computers themselves and their associated input and output data convertors.
Another set of problems comprises the synthesis of control algorithms that can be
realized on such computers and analysis of the quality of the processes of regula-
tion in the closed system of the object and the regulator.

This book will consider only the questions of synthesizing algorithms to stabilize
objects with complex dynamic schemes. .

Including an onboard computer in the control circult opens up new possibilities in
building stabilization systems that would be difficult to realize on the basis of
analog equipment. The use of onboard digital machines makes it possible to replace
a number of stages required to snythesize a stabilization system with analog ele-
ments by forming a computer procedure for the stabilization algorithm. In this
sense formulation of the algorithm, which ultimately is a program for realization on
the onboard digital computer, should be viewed as a stage in designing the
stabilization system. . '
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But despite the fact that the traditional process of design is replaced by the
selection of an algorithm where an onboard digital computer (opC) is used, this
does not mean that the problem of synthesizing this algorithm can be solved by
using a formalized computing procedure. On the contrary, construction of a stab-
ilization algorithm that is realizable on an ODC opens up the possibility of making
fuller use of the characteristics of the dynamic scheme of the object being regu-
lated.

In this book the stabilization algorithms are constructed for complex objects which
include the equations of connected-in oscillators in their dynamic schemes. For
objects whose equations of movement correspond to the movement of an object as a
"solid state," the use of an ODC in the structure of the stabilization system can
also produce a certain effect, related to the feature of using computing technology.
In this case questions such as the variability of the parameters of the stabiliza-
tion system, drift, and the like, which are very important for analog technology,
are practically excluded from consideration.

In an ODC the restructuring of the parameters of the algorithm or a switch from
one algorithm to another can be accomplished quite simply. These advantages are
common to the construction of any type of stabilization system for an object when
ODC's are used. As for the problem of synthesizing the stabilization algorithms,
the principles of construction and methodology for selecting the parameters of the
stabilization algorithm have been worked out for objects with simple dynamic
schemes, and therefore it makes sense to use analog algorithms that have been
transferred to ODC's.

In this case well-known methods of the theory of discrete systems can be used for
analytic study of the closed system, the object and the regulator.

A greater impact should be expected from the use of ODC's to stabilize large objects
with complex dynamic schemes. In this case the use of ODC's is justified both from
.an economic standpoint and considering the fact that the introduction of new tech-
nology should lead to expanded possibilities of solving new problems.

Stabilization algorithms realized on ODC's make it possible to more fully meet the
requirements made by the object for a stabilization system than where analog tech-
nology is used.

The requirements which the object makes for its stabilization system should be
worked out on the basis of a comprehensive study of disturbing forces and moments
acting on the object, analysis of interference in the sensors that determine the
coordinates of the object, and a detailed description of the dynamic scheme of the
object. Compiling the dynamic scheme of the object includes solving problems of
hydrodynamics that describe the oscillations of the 1liquid in the fuel tanks, prob-
lems of elasticity theory which describes flexural oscillations of the body of the
object, and a description of the dynamics of the actuating organs of the stabiliza-
tion system with due regard for their basic nonlinearities. It may be necessary to
consider additional questions, for example to study the longitudinal oscillations
of the object and the interrelationship between oscillations of the object in the
stabilization planes and longitudinal oscillationms.

The requirements made of the stabilization system are formulated on the basis of ex-
perience studying objects of different classes. Numerous monographs have summar-
ized the results of these studies [1, 16].
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Most of the published works devoted to the theory of optimal control concentrate
their attention on construction of an optimal law of stabilization which insures
minimum quadratic deviations of the coordinates of the object given the statistical
characteristics of interference and the external forces and moments acting on the
object.

Experience with the study of the dynamic schemes of various objects shows, however,
that when a stabilization system is being built , in addition to influences on the
selection of parameters of the system of external actions and interference the
chief difficulties in selecting the structure and parameters, which are determining
for the makeup of the control system, depend on internal factors. The characteris-
tics of the objecﬁ% dynamic scheme, which includes a series of connected oscil-
lators, are determining.

The requirements made of a stabilization system vary in nature and often conflict
with one another. Therefore, the process of designing the algorithm involves suc-

_ cessively meeting a series of requirements, and cannot be reduced to the problem
of constructing an algorithm that optimizes a chosen all-embracing criterion in
some particular way.

The structure of a stabilization system using an ODC is set forth most fully in [2],
where it is shown that the ODC permits more effective synthesis of a stabilization
system for objects with complex dynamic schemes than does the use of continuous
analog units. This work is able to trace the analogy in the calculations of dis-
crete and continuous systems; this makes it possible to use the experience gained

in the use of continuous systems for analysis and synthesis of discrete control sys-
tems. The amplitude-phase frequency characteristics of the discrete stabilization
algorithm obtained in this way are close to the corresponding characteristics of

an algorithm realized on continuous units. It should be underlined that the method
of synthesizing a stabilization system for objects with complex dynamic schemes that
is presented in work [2] is based on successive satisfaction of the requirements
made of the stabilization system.

In the initial stage of design the basic parameters of the stabilization system are
selected: the amplification factor and differentiation time comstant for the object
whose dynamic system has been described in simplified terms by solid state equations
without considering the attached oscillators. The parameters of the stabilization
system are selected so as to insure the necessary quality of regulation processes
when the object is acted on by disturbing forces and moments. The determining fac-
tor in selecting the values of the parameters of the stabilization system is not

the random components of the forces and moments, but rather the standard set of dis-
turbing influences. This set describes the extreme values of the forces and moments,
the gradients of disturbing influences, fixed initial conditions, the constant
values of forces and moments resulting from maximum possible misalignment of the
thrust of the engines, nonsymmetrical distributions of weight within the objects,
and the like.

In the next stage the requirements for the amplitude-phase fequency characteristic
of the stabilization system are fulfilled on frequencies that correspond to the
oscillations of the attached oscillators.

The specific features of a stabilization system realized on continuous units and the
fairly dense spectrum of frequencies and spread of the parameters of the dynamic
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system of the object away from nomimal values, which is an especially important
consideration when designing a stabilization system, result in a situation where
it is usually not possible to fulfill all the requirements of the object for its
stabilization system. A compromise decision must be accepted. The most striking
example in this respect is the case of nonstabilizability [2]], where the object
makes conflicting demands of the stabilization system for neighboring frequencies.
In this case the work of the stabilization system leads to unstable oscillations
on the frequency corresponding to the oscillations of one of the oscillators. In
other words, the stabilization system, which is expected to insure stability of
movement of the object, cannot handle its assignments and additional design ele-
ments, oscillation dampers, must be introducted to disperse the energy of the oscil-
lations which is pumped through the stabilization system. The problems that arise
during design of the control system are made more complex when building objects
that have multiple purposes and perform a whole set of tasks simultaneously, and
also when the absolute dimensions of the object are increased.

When the disturbed motion of such an object is described by a system of differen-
tial equations, the number of attached oscillators included in the dynamic scheme
increases. The spectrum of frequencies of the system becomes denser and the ampli-
tude-phase frequency characteristic of the stabilization system must meet certain
requirements on each of the frequencies corresponding to oscillation of an attached
oscillator. It should be observed that the description of the object by a dynamic
scheme becomes less reliable as the object becomes more complex and its dimensions
increase. This means not only an increase in possible deviations of the actual
parameters of the object from those given in the system of equations, but also the
fact that the physical premises included in the dynamic scheme of the object may not
be entirely correct. The number of attached oscillators included in the dynamic
scheme for such a complex object is somewhat indefinite.

The requirements for the phase characteristic of the stabilization system on the
frequencies of particular attached oscialltors also may not be adequately sub-
stantiated.

The principal goal of the present book is to show that the use of onboard digital
computers in the control contour opens up new opportunities for constructing stabi-
lization algorithms of more complex structure, which can be used to support the
regulation processes of contemporary space craft.,

Let us formulate the basic guidelines to employ in making up the stabilization
algorithm.

During construction of the stabilization algorithm the basic principle, which is
successive fulfillment of the series of requirements made by the object of its

- control system, is preserved, as in work [2]. It is unwise to pose the problem of
synthesizing an algorithm that optimizes some global criterion, because many dif-
ferent requirements made of the stabilization system must be considered. These
conditions differ in nature, reflect highly diverse physical processes, and can be
reduced to a general criterion only in artifical terms.

The stabilization algorithm should be synthesized as a set of simpler elements so
that to meet a specific condition imposed on the control system all that must be
- done will be to select the parameters of the corresponding element. It is also
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essential that the selection of the values of these parameters have minimum impact
on solving the other problems that arise during formulation of the object's
stabilization system. The multiplicity of tasks which are arising as space tech-
nology develops require building space craft of different classes and with differ-
ent purposes. No single control algorithm can be designed, of course, to solve

the problems of control and stabilization for such objects. Nonetheless, the
process of designing a stabilization system must be based on the general approach
criterion. Greater complexity of the dynamic scheme of the object entails greater
complexity in the structure of the stabilization algorithm. When synthesizing
stabilization algorithms for complex objects it is necessary to consider this basic
point -- as the design becomes more complex, the reliability of the description of
the dynamic system decreases. This circumstance reflects an objective trend in the
development of space techmology and results from the fact that it is necessary to
use new design concepts and, consequently, new physical phenomena whose mathematical
descriptions have not been adequately developed are possible.

If the effect of introducing new technology is to permit a broadening of the capa-
bilities of the control system, the stabilization algorithm realized on an 0ODC must
take account of the inadequte reliability of the dynamic scheme of the object, and
the increased complexity of the structure of the algorithm should be directed to
greater use of the elements of identification of the structure and parameters of
the object and to introducing elements of adaptation in the algorithm.

There are also design requirements made of the the stabilization algorithm on the
ODC. The algorithm that stabilizes the launch vehicles and space craft in the
recovery and correction segments with the sustainer engines working must not contain
iterative procedures. The algorithm should not include such problems as, for exam-
ple, determining the roots of the characteristic equation, inverting matrixes, cal-
culating special functions, and the 1ike. It is most acceptable to reduce the
stabilization algorithm to finite difference equations.

This statement about the design features of the algorithm does not apply to such
specific problems of space craft control as guidance problems, turns around the
center of mass, and orientation problems, in other words to those cases where

there are significant time intervals between engagement of the engines. For these
problems it is often possible to use iterative procedures to solve problems of iden-
tifying the dynamic scheme of the object.

Conclusion

In conclusion we will set forth a few principles that can be used during work to
synthesize algorithms to control the movement of a space craft. The system to con-
trol the angular motion of a multifunctional space craft must have a broad range of
tasks, including orientation and stabilization of the object, performance of turns
in space, guidance and approach during docking, and numerous others. During an
extended space flight there may be changes in the configuration of the object, the
composition of measurement and actuating organs, and the mass, moment, strength,
and other characteristics of the craft.

Therefore, when constructing particular subsystems that solve particular problems,
their interaction in the overal structure of the control system of the space craft
must be taken into account. During docking, for example, control of angular motion

must be combined with shaping the approach trajectory, whereas the angular stabili-
zation of the launch vehicles depends very little on the characteristics of the
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trajectory in the active segment. Constructing the control system as a set of
essentially autonomous functional units designed to perform particular tasks may
lead to significant problems in performing the flight of the space craft.

Including an onboard digital computer in the control system makes it possible to
construct the system on the heirarchical principle, because the central processor
processes and selects the information coming from lower-level subsystems and also
produces and distributes control signals among these subsystems. Considering the
many different tasks now being given to the control systems of long-lived space
craft, the problem of constructing algorithms that are realizable on ODC's is a

_ central challenge in synthesizing the control system.

The basic requirement made of algorithms to control the movement of space craft is
to perform their task with due regard for possible changes in the characteristics
of the object and in the composition of measurement and actuating organs. Optimal
performance of the given maneuver by the object is desirable, but it should be ac-
complished so as to fulfill this requirement. The degree of departure from the
optimal solution is determined by the skill of the designer,

The method of constructing a stabilization algorithm that has been proposed in this
book may be used to synthesize algorithms to control other types of movement by
space craft, in particular for problems of guidance and turning the space craft in
space. It should be kept in mind that the method of constructing an adaptive algo-
rithm with a model is not a formalized procedure, but rather depends on the essen~
tial features of the problem being solved.

The problem of adapting the structure and parameters of the algorithm is solved by
analyzing and identifying information that describes the movement of the object.
The dynamic scheme corresponding to the angular movement of contemporary space
craft is so complex that it is difficult to follow the traditional approach to con-
struction of an adaptive control system based on identification of the structure and
parameters of the object's dynamlic scheme and then modifying the structure and para-
meters of the control algorithms. It has been shown in this book, through the exam—
ple of constructing a stabilization algorithm, that identification involves expand-
ing the observed signal into its constituent parts. The control action is formed
on the basis of analysis of each of the components of the observed signal. In this
case the algorithm is constructed so that there is no need for detailed study of

the question of the causes of oscillating components or obtaining precise quanti-
tative descriptions of them. The appearance of an oscillating component in the ob-
served signal may be the result of flexural oscillations of the body or oscillations
of the liquid filler, but this does not affect the response of the adaptive algo-
rithm, which is directed to damping the oscillating component.

The purpose of this work has been to show how the algorithm is shaped, its ability
to adapt, and a certain plasticity which is manifested in the process of synthesiz-
- ing the algorithm. It is assumed here that the degree to which the designer under--
stands the characteristics of the object's dynamic scheme and the designer's under-
standing of the potential of the algorithm may significantly affect the choice of
a model, the selection of the type of filtering elements, and the organization of
the computing process in the ODC. Choice of the model is conditioned on the mech-
anical characteristics of the control problem. The characteristics of the filter-
ing elements, in turn, are determined by the requirements made by the object for
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amplitude-phase frequency characteristic of the control system and by the ability
to reorganize the structure of the algorithm in the adaptation mode. In primcipl-:
the algorithm can also use more powerful filters, but we should point out that our
attempts to use recursive filters and smoothing weighted functions of the Gibbs
multiplier type did not prove useful in constructing an algorithm with adaptation.
This pointed to the more general principle that any more refined testing tool is
more critical of unforeseen changes in the structure and parameters of the control
object.

The book has deliberately emphasized the fact that it is not wise to formulate a
rigidly regimented method of constructing the control algorithm, similar to the
solutions to mathematical problems. The principle of construction of the control
algorithm must make it possible to employ the creative capabilities of the builders
of the control system, their understanding of the dynamic characteristics of the
object and their perception of the constraints and demands made of the control sys-
tem that have not been formalized in the mathematical statement of the problem.
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MACHINE MATHEMATICAL MODELING

Moscow REALIZATSIYA MATEMATICHESKIKH MODELEY NA EVM in Russian 1981 (signed to press
22 Jun 81) pp 2-5, 143-144, 168-174

[Annotation, foreword, excerpt from chapter 6.1, bibliography and table of contents
from book "Machine Realization of Mathematical Models" by Viktor Aleksandrovich
Leont'yev, Izdatel'stvo "Energiya", 7,000 copies, 175 pages]

[Excerpts] Annotation.

The problem of controlling a set of programs based on analysis of a real-time
"demand-production" model is examined. The criteria for effectiveness selected
are those associated with model dimension, accuracy in modeling and the amount of
nonproductive use of machine time. Effective algorithms are derived for solving.
allocation and traveling salesman problems.

The book is intended for engineering and technical personnel engaged in the development
of models and algorithms, and also for statistical analysis of economic efficiency
in automated control systems. ‘

Foreword.

The further upsurge in the national economy and the more complete satisfaction of
the public's material and spiritual needs can be accomplished primarily through
growth in the efficiency of social production and the acceleration of the scientific
and technical progress [1,2]. "

A special place is now assigned to improvements in labor productivity, the rational
utilization of material resources and manpower, and economical opening up and
exploitation of natural resources. And in this business, an exceptionally
important part is being played by improvements in the planning mechanism and the
organizational forms of management, and also in economic accounting based on the
development of state and sector automated control systems and special mathematical
models for solving the most urgent and complex socioeconomic problems.

The fundamental principle in building control systems and large models is the systems
approach whose essence has been described in [3, page 455]:
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1) formulating goals and clarifying their hierarchy before the initiation of
any activity associated with control; this includes decisionmaking.

2) obtaining maximum effect in the sense of achieving the goals set with ninimum
cost by comparative'analysis‘of alternative pathways and nmethods of achieving the
goals and making the appropriate choice;

3) quantitative analysis (quantification) of goals and the methods and facilities
used to achlieve them, based on a broad and comprehensive evaluation of all possible
and planned results of activity.

Thus, the systems approach is a generalized, organizational—maﬁagement principle
characterizing the highest stage in the development of the control process over

a given class of objects and it arms the developer and researcher with a powerful,
standardized tool for analyzing and synthesizing systems that differ in terms of
functions, character and structure and gives them a scientifically sound "template"
for action. In accordance with this approach, during the first stage individual
optimization problems and sets are resolved, special mathematical methods and
approaches are worked out for problem solving and methods for analysis and
measurement of the status of objects, and particular control problems are studied,
and so forth.

It is with the solving of precisely these questions, and also with the methods for
- realizing and computing operating conditions for machine models of complex processes,
that this book deals.

The basic problems selected by the author are selection of dimension for the objects
modeled, accuracy in modeling and minimization of nonproductive use of machine time.
In accordance with this, methods and pathways have been worked out for achieving

- set goals: an algorittm for selecting model dimension; a method for metareductions
[metod metaprivedeniy] for solving allocation problems, to which the problem of
modeling accuracy is reduced; algorithms for solving traveling salesman problems
in enhanced dimension, in which a rational sequencing organization is set for the
operation of units in the program set.

It should be noted that the need to solve the problem of model dimension using
machine methods has now come to a head; but work devoted to this question can be

found neither in the Soviet nor the foreign literature. The method of metareductions,
based on iterative maximization of dual evaluation of allocations within a problem

as a problem in linear programing with specific matrix constraints may be of interest
to specialists in the the theory of algorithms and computing methods. In a number

of instances, the features of this method have required the introduction of
nontraditional terminology.

The approaches developed to contrulling the realization of program sets are oriented
largely on the application of economic dynamics in the models. However, problems

of selecting model dimension and minimizing nonproductive use of machine facilities
can be applied to a broad class of models. The method of metareductions in discrete
programing presented is not 1inked with the features of any particular models and
can be used in all cases where the control problem for the process being considered
is reduced to a problem of allocations.
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Chapter 6. Technical Means for Automating the Acquisition of Statistical Data.

In this chapter we consider special devices that free the machine user from the
need to carry out laborious, nonproductive work on acquisition, logging and initial
processing of statistical input data (that is, determination of matrix distances),
and conduct certain procedures that have traditionally been done directly in the
computer. Thus, in the devices described, a number of algorithms are derived for
initial data processing, leading to a reduction in the volume of input data and

" thus to a reduction in computing operations. In other cases the devices are designed
to carry out operations following which the search for optimal plans is accelerated.

The devices described can be used in control of industrial output production, for
example, filler (for drawing synthetic fibers), for analyzing specimens in studies
of metallic structures and geologlcal samples, for doing electron microscope studies
! on the quality of stored foodstuffs, and also in all cases where a large number
’ of small-dimension objects in a study have heating temperatures, degrees of
illumination, color and other attributes that differ sharply from the levels in
the background against which the objects are placed.

From a design viewpoint, the devices are a set of standard electronic com~
ponents, which execute measurement and logic functions and which are controlled
with the aid of a (control) program unit and memory. 7The unit should be thought
of as either a general-purpose or a control computer.
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UDC 658.512.2
AUTOMATION OF EXPLORATORY DESIGN (ARTIFICIAL INTELLIGENCE IN MACHINE DESIGN)

Moscow AVTOMATIZATSIYA POISKOVOGO KONSTRUIROVANIYA (ISKUSSTVENNYY INTELLEKT V
- MASHINNOM PROYEKTIROVANII) in Russian 1981 (signed to press 18 May 81)
pp 2-5, 298-302

{Annotation, foreword, conclusion of book "Automation of Exploratory Design
(Artificial Intelligence in Machine Design)" by Aleksandr Ivanovich Polovinkin,
Nikolay Konstantinovich Bobkov, Genrikh Yazepovich Bush, Valentin Georgiyevich
Grudachev, Aleksandr Mikhaylovich Dvoryankin, Sergey Andreyevich Kudryavtsev,
Petr Matveyevich Mazurkin, Vasiliy Vasil'yevich Merkur'yev, Mark Abramovich
Moldavskiy, Sergey Arnol'dovich Nikolayev, Gennadiy Sergeyevich Oshchepkov,
Emma Pavlovna Sarkisova, Oleg Ignat'yevich Semenkov, Anatoliy Nikolayevich
Sobolev, Yevgeniy Arsen'yevich Smirenskiy and Yuliy Tsezarevich Faytel'son,
Izdatel'stvo "Radio i svyaz'", 10,000 copies, 344 pages]

[Text] . Annotation

The new area of automation of exploratory design is explained, with primary
attention devoted to heuristic and machine methods for finding new technical
treatments. '

.The book is intended for engineers involved in developing and applying methods
of finding new design treatments, as well as other specialists.

Foreword

- Intensive research and development has recently been underway for the creation
and practical application of systems for automating planning, design and
technological production preparation for various classes of technical devices.
The primary purpose of these systems is to reduce the amount of time and labor
required to develop articles and, most importantly, to improve their quality.

The goal of practically all development work is to create and produce articles

on a level with the best models in the world. However, this goal is most often
not achieved, since obtaining such articles requires inventing a complex of
coordinated, as well as highly efficient, new technical treatments. This requires
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synthesizing and analyzing numerous treatment versions, which for many reasons
is difficult or impossible without using computers. At the same time,
"formalizing and programming the process of searching for (synthesizing) new
technical treatments involves the statement and resolution of problems of
technical creativity, and causes significant difficulties.

The first automatic design systems made it possible to automate all stages and
operations (making engineering analyses, finding required data, optimizing
parameters of assigned technical treatments, comparing drawings and other
technological planning documentation, testing experimental models, etc.),
except for selecting improved and new planning and design treatments. Only
recently have convincing results been obtained both here and abroad which make
it possible to resolve the problem of automating exploratory design, or
(according to the foreign literature) to use artificial intelligence in
machine design.

We can say that, on the basis of results which have been achieved in
automating exploratory design, development has begun on second-generation
automatic design systems with improved creative potential. There is
justification to assert that in the near future only second-generation
automatic design systems which include exploratory design subsystems will in
most cases make it possible to create new articles on a level with the world's
best models. The automated design system is one of the main and most

important areas in which exploratory design methods are used. However, as will
be shown below, this is not its only sphere of application.

This book disseminates the long years of results achieved by the collective of
authors, who have been developing the problem of automating exploratory designm.
The first three sections of the book explain individual, and we might say
universal, methods which can be used independently from ome another (or in
various combinations) to solve various exploratory design problems in the area
of instrument building, machine building and construction. Part 1 presents
heuristic methods aimed at applications not involving computers; the possibility
of using computers is indicated at the same time. Sections 2 and 3 present
special machine methods whose use without computers is inadvisable or impossible.
Section 4 presents the conception of the creation of exploratory design sub-
systems for second generation automated design systems.

The present book is not primarily a scientific monograph, but rather a

practical aid for developing and applying exploratory design methods and

systems. Besides specialists in the development and utilization of automated
design systems, this aid will be of interest for engineers in all specialities,
and accordingly to students at technical training schools who are interested in
methods of finding new design treatments, and for inventors, patent holders and
other specialists who are interested in problems of technical creativity and
artificial intelligence. 1In this connection, instead of providing theoretical and
experimental foundation for the methods, the book only provides references to the
appropriate literature; brief bibliographic references are given rather than a
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substantive review and analysis of the work of other authors; because of limited
space, only the basic construction ideas are given for many algorithms, with
references to the literature for more detailed explanation; many examples are
limited to the initial data and end results, omitting the intermediate derivatioms.

The problem in question has required integrated coverage of a broad group of
interrelated problems, which resulted in definite difficulties in the exposition.
Considering that this is the first attempt to write such a book, the authors
request to be forgiven in advance if some places are not entirely successful, and
will be glad to receive any comments and remarks to improve the book.

The authors are extremely grateful to Academicians V.M.Glushkov, G.I. Marchuk,
I.F. Obraztsov and B.N. Petrov, to Ukrainian SSR Academician V.S. Mikhalevich,
to USSR Academy of Sciences Corresponding Members M.A. Gavrilov and G.S. Pospelov,
to G.P. Sofonov, President of the Central Committee of the All-Union Society of
Inventors and Rationalizers, to professors Yu. B. Borodulin, B.F. Goryunov,
N.G. Zagoruyko, G.P. Zakharov, E.K. Kalinin, Yu.V. Kapitonmova, I. Myuller,
V.A. Myasnikov, A.I. Petrenko and D.A. Pospelov, as well as to engineer Yu.F.
Morozov for their valuable critiques and for supporting research on the problem,
- which undoubtedly helped to improve the manuscript. The authors thank the
leadership of the Mariyskaya CPSU oblast committee and the Yoshkar-0Ola CPSU city
committee, primarily comrades V.P. Nikonov and G.N. Vodovatov for their years
of assistance, which facilitated formation of the collective and supported its
- fruitful work. The authors also express their gratitude to official reviewers
Professor O.N. Trifonov ind Docent A.Ya. Medvedev, who made a number of valuable
comments on the manuscript which helped to improve portions of the book
significantly.

Conclusion

This book presents three heuristic methods (Chapters 1-3) which have been tested
in practice and which most designers can use without computers to solve many
exploratory design problems. It is indicated simultaneously that these methods

E can be formalized and programmed in most cases, thus significantly increasing
their efficiency. Special notice should be given the gemeralized heuristic method
(Chapters 2,3) which can be used as the basis for obtaining a large number of
modifications of specialized heuristic methods aimed at individual classes of
technical systems and (or) types of exploratory design problems.

Most machine methods for exploratory design consist essentially of isolating the
functions of technical systems and their elements and finding means for
implementing these functions. In this connection, a methodology is developed and
presented (Chapter &) for analyzing the functions of technical systems and

the construction of their functional structures =-- the foundation for synthesizing
physical operating principles and technical treatments.
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The book presents machine methods for exploratory design and their application for
the basic three types of search problems singled out above: physical operating
principles (Chapter 5), technical treatments for a given physical operating
principle (Chapter 6,7), and optimal parameters of a given technical treatment
(Chapter 9,10). The most effective and promising methods are those of synthesizing
physical operating principles, as well as the direction of using mathematical
programming approaches and methods to solve problems of finding new technical
treatments (Chapter 8,9), (and, obviously physical operating principles), which is
illustrated with the example of solving problems of synthesizing the optimal forms
of technical system elements (Chapter 11).

Although there is no doubt about the advisability of using the individual methods,
combined and integrated utilization of these methods is more effective in
designing certain classes of technical systems. In this connection, the conception
of creating exploratory design subsystems for automated design systems

is presented (Chapter 12,13). These subsystems are aimed at solving all three
types of exploratory design problems, and have the appropriate software, hardware
and information support. Special attention is devoted to substantiating the
efficiency of exploratory design subsystems (Chapter 14).

The results which have been achieved with regard to machine implementation of
individual methods and using these methods as the basis for creating the first
experimental exploratory design subsystem are now relatively primitive and
inefficient, and if we consider the substantial amount of work on preliminary
data preparation, they are not always competitive with traditional "manual”
technology based on the trial and error method. Current attempts to automate
exploratory design can be compared with the creation of the first artillery
pieces, which were far inferior to the bow and arrow in terms of range, accuracy
and rate of fire, as well as the first automobiles, which were significantly
inferior to horse-drawn carriages and wagons in terms of capacity, speed and
-drivability.

In this connection, the main result today consists of recognizing the requirement
for automating exploratory design, providing theoretical and experimental proof
of the possibility of solving this problem and providing a substantiated statement
'of practically useful goals and tasks. While it took several hundred years in

the Middle Ages to convert primitive artillery pieces to efficient weapons, and it
took several decades for the automobile to develop in the late 19th and early

20th centuries, if we consider the increasing rate of technical progress, we can
.assert that the road from today's primitive exploratory design systems to
.efficient systems in the last quarter of the 20th century will be covered in

;10 or 15 years.

Let us attempt to formulate the basic directions of work which will facilitate
the final formation and extensive practical application of machine technology
for exploratory design. First of all, the approaches and methods for solving
individual problems in the area of automating exploratory design which are
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considered in the book need to be improved (and even replaced with principally
new, more efficient ones). In addition, we note the most important new
directions of theoretical and experimental research and practical development.

1. The practical application of individual methods and systems (or subsystems)
for exploratory design involves extremely laborious work to create data bases,
i.e., to prepare information and transfer it to machine media. This is
especially clear, for example, in constructing a general AND--OR tree of
technical treatments and then maintaining and updating it. In this connection,
one of the main directions of the work consists -of automating data preparation,
or more precisely creating methods, algorithms and programs which reduce ’
significantly the amount of labor required.

2. The quality of the input data is very important in creating data bases. In
addition, keeping in mind the fact that many information files are to a great
extent invariant and will be used repeatedly in different areas of technology,
it becomes necessary to develop standard forms for describing information for
exploratory design systems. We have in mind the description of patent

_ information, scientific discoveries, new physical (including chemical and
biological) effects and laws, as well as new substances and construction
materials, construction elements, etc. The standard forms for describing
various units of information should basically be filled out by the authors
who create the information, which will ensure high quality and facilitate
essentially "automatic'" development of data bases.

3. There now exist methods for automated solution of individual types of
problems: 1) synthesis of new operating principles; 2) synthesis of new
technical treatments for a given operating principle with the availability of
several known technical treatments; 3) determination of optimal parameters of
technical treatments. The following important problems, which facilitate
complete automation of exploratory design, remain unresolved in the sense of
efficient computer application:

-- using new physical operating principles (for which there exists no developed
technical treatment) as the basis for designing acceptable technical treatments;

-- statement of problems of optimizing parameters, and selecting a method of
solution, for new technical treatments.

4. The basic body of information in the technical sciences consists of
descriptions of fairly precise mathematical models (for calculating and
analyzing certain technical treatments), and their theoretical and experimental
- basis. New physical operating principles and new technical treatments have been
evaluated intuitively, and occasionally experimentally, in engineering practice.
In connection with automation of exploratory design, it has become necessary to
develop methods of mathematical modeling for evaluating new physical operating
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principles and technical treatments. The precision of these methods must
facilitate the proper selection of only the best of several physical
operating principles (or several technical treatments), i.e., it may be
significantly less precise than the traditional mathematical models used to
determine the numerical values of the parameters of planned technical systems.

5. Now that the first experimental autonomous exploratory design systems have
been created (which have small data files, severely limited sets of solvable
iproblems and small configurations of software and hardware), the next problem is
'to create the first practically useful efficient exploratory design subsystems
which are organically interfaced with automated design systems, i.e., the problem
of creating a second-generation automated design system [50]. Besides
eliminating the shortcomings inherent in the first experimental systems, these
subsystems should also devote special attention to service software, which

makes it possible for designers to master a new tool quickly and easily.

6. Preliminary analysis has indicated that more than half of the software and
information and methodical support used in exploratory design subsystems is
invariant to the class of technical systems being designed. In this connection,
the important problem arises of creating standard software and information and
methodical support for exploratory design subsystems.

These directions reflect the current level of knowledge and understanding of the
problem in question, and naturally do not pretend to be exhaustive even allowing
for other directions and problems formulated in the book in the course of
presenting individual problems. However, regardless of the limited nature of
this knowledge, the primary determining direction has become obvious: reinforcing
human intellect with the help of machines.. The creation of automated systems for
exploratory design and-their integration with automated design systems, automated
experimental and scientific research systems and information retrieval systems
for patent and other scientific-technical information will make it possible to
facilitate the highest possible rate of technical progress and to maintain the
status of a technically developed country.

COPYRIGHT: Izdatel'stvo "Radio i svyaz'", 1981

6900
CSO: 1863/63
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DATA PROCESSING EQUIPMENT

Moscow TEKHNICHESKIYE SREDSTVA OBRABOTKI INFORMATSII in Russian 1981 (signed to

press 17 Feb 81) pp 2, 319-320

[Annotation and table of contents of hook "Data Processing Equipment", by
Vasiliy Nikolayevich Kriushin, Nikolay Matveyevich Surin, Valeriy Pavlovich
Chuprikov and Nina Grigor'yevna Chernyak, Izdatel'stvo "Finansy 1 statistika”,

12,000 copies, 320 pages]

[Excerpts] This book‘has been authorized by the USSR Ministry of Higher and
Secondary Specialized Education as a textbook for students at higher educa-
tional institutions who are studying in the specialization "Organization of

Mechanized Processing of Economic Data."

Annotation

This textbook describes the operating characteristics, structural and schematic

diagrams, and primary units of contemporary keyboard,

keypunch, and small elec-

tronic computer machines. It presents the methodological foundations of select-

ing the set of hardware for automated control systems and organizing technical
~ servicing of such systems. Considerable attention is devoted to procedures and

methods of work on the machines and the methodology of programming solutions

to economic problems. The book can be used by a broad range of practical

workers in the field of the application of computer technology.

Table of Contents
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HOMOGENEOUS COMPUTER SYSTEMS, STRUCTURES AND DEVICES

Moscow ODNORODNYYE VYCHISLITEL'NYYE SISTEMY, STRUKTURY I SREDY in Russian 1981
(signed to press 15 Jun 81) pp 2-11, 197-208

[Annotation, introductiom, chapter 9 and table of contents from book
"Homogeneous Computer Systems, Structures and Devices", by Eduard Vladimirovich
Yevreinov, Izdatel'stvo "Radio i svyaz'", 10,000 copies, 208 pages]

[Extracts] Annotation

This book presents the fundamentals of the construction of homogeneous
computing systems, structures and devices which use a model of the body of
computers which is based on principles of parallel execution of operatioms,

variable logic structure, and design homogeneity of the elements and connections
between them.

The book is intended for scientific workers and engineers specializing in the
area of computer technology and cybernetics.

Sixty figures, 3 tables, 21 bibliographic references.
Reviewers: Professor S.D. Pashkeyev and Professor Yu. M. Shamayev.
Introduction

Upon the appearance of the computer, it was clear that computer technology can
be used in many areas of human activity. Subsequent research and practical

- futilization of computers demonstrated that there is no branch of the national
economy in which the use of computer technology would not provide significant
‘economic effect . It became clear that, along with power engineering, computer
itechnology predetermines the capabilities of society to increase labor productivity.

Increased labor productivity in a particular branch of the economy is determined,
first of all, by continual expansion of the sphere of application of computers
and, secondly, by constant growth in the complexity of the problems to be solved.
The requirement for computation has now increased to the extent that there is now
a requirement for qualitatively new mass computing technology which combines

high efficiency, reliability and computational economy with convenience and
simplicity of utilization.
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Mass computing technology and its technical and economic indicators. Mass
computing technology has a great deal in common with service technology.

It must provide users with complete computer support, low computational cost
and high reliability, convenience and simplicity of utilization and servicing,
etc. In other words, the computer must be just as simple and inexpensive as
any other everyday item: television sets, tape recorders, etc. No special
conditions or special training are required to accommodate and use the
computer. The requirement for low-cost computation is foremost; providing a
capability for augmenting computational resources as the complexity of the
problems which are solved increases is also important.

The direct relationship between labor productivity and the amount of computing
resources and the social requirement for continually increasing labor productivity
lead to a requirement for continued increase in the amount of computer resources
with overall cost limitations. Under these conditions, the creation of mass
computing technology becomes one of the most urgent problems at the current stage
of social development.

The specific computing capacity Vg is the quantitative estimate of mass

- computing technology. By analogy with power availability, this indicator
characterizes the availability to society of computing resources per
individual. The specific computing capacity is determined by dividing the
total capacity of all computing resources by the total population of the
country, and is measured in the number of standard computational operations
executed per unit of time per individual.

Another estimate of mass computing technology is the specific computing cost
Cg. This indicator is determined by dividing the total capital expenditures
required to create the country's computing resources by their total capacity.

The specific computing capacity and specific computing cost are the primary
indicators which characterize the level of development of computing technology.

It is easy to understaud that the annual expenditures for computing technology
cannot exceed some defined portion of the national revenues (5-10%Z). Of course,
with this limitation it is possible for Vg to increase continuously only if
there is a corresponding continuous drop in Cp.

Analysis of the trends of development of computer technology and requirements for
computing resources to solve national economic problems in order to

facilitate the required rates of increase in labor productivity allows us to
conclude that the specific computing capacity Vg must approximately double
annually up to 1 billion operations per second per individual. Then Vg can
double every 10 years. Such an increase in Vg will fully satisfy the
requirements for computing resources, allowing for the rate of population
increase in the country. This increase in Vg can be provided if Cy is reduced

to 1 ruble per 100 operations/second during the first 10 years, to 1 ruble per
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1
1000 operations/second in the second 10 years, and finally to 1 ruble per
million operations/second (Figure I.1).

§,,rubles /(ops/sec )

¢ ¥, ops/sec per individual
’ et -
10 4
L 1p*
D g
‘ m-a_-w’
A 1 1

, : 1980 1990 2000 years'
¢ Figure I.1.

With Vg and Cg changing in this manner, three stages can be isolated in the

development of mass computing technology. 1In the first stage, with Vg =

= 103--10% ops/sec per person and Cy = 0.01 rubles per operation per second,

the required level of provision of mass computing technology is achieved

and its cost reduced simultaneously by two or three orders of magnitude as

compared with the cost of third-generation computing equipment. In the

second stage, with Vg = 106 ops/sec and Cg = 0.001 ruble, the requirement for

solving mass problems while further reducing the cost of computer facilities

through mass production of same is satisfied. In the third stage, when

Vo = 109 ops/sec and Cg = 0.000001 rubles, the requirement for solving complex

problems while sharply reducing the cost of computing facilities by switching
, to a new production technology is satisfied.

Unlinked, weakly-linked and strongly-linked problems. All problems which can
be solved using computers may be divided into three classes, depending upon the
structural singularities of the links: unlinked, weakly-linked and strongly-linked.

Unlinked problems represent a set (aggregate) of independent problems, each of
which can be solved within some accepted tolerable time using the resources of
one computer taken separately. In the simplest case, a set can contain a
single problem. If we assume that the acceptable problem solving time is

104 sec (approximatelﬁ 3 hours), then the maximum complexity of a problem to be
solved amounts to 1010 -- 1011 operations for third-generation machines
operating at 106 —- 107 ops/sec. When the set includes problems with maximum
complexity of 1011 operations and the problems are not linked, a solution can
be achieved either by using the same computer serially, or by several computers
operating in parallel.

Weakly-linked problems represent a collection of problems which are interrelated

in terms of information exchange such that the total volume of interactioms for

the entire set of problems does not exceed the volume of computation for a

single problem. Obviously, weakly-linked problems cannot be solved directly

within the accepted tolerable time, since their complexity may significantly

- exceed the capabilities of a single computer, and it may be difficult to use
several computers because of the information links between the problems.
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Furthermore, one important property of weakly-linked problems should be
pointed out. Because of the small amount of linkage between problems, there
are methods which can be used to transform a weakly-linked problem to a set
of unlinked problems requiring a slightly larger amount of computation.

_ Strongly-linked problems represent a set of problems which are interrelated

in terms of information exchange such that the total amount of interactions
for the entire set is bounded by the amount of computation for one problem and
the amount of computation for the entire set. It is impossible to solve such
a problem on a single third-generation computer within the tolerable time, and
the lack of methods for dividing a problem into independent parts makes it
impossible to solve these problems using a set of independent machines as well.

Unlinked problems are mass problems. In order to satisfy the demand of the
national economy for the solution of mass problems it is necessary to
facilitate an increase in the overall performance of the country's computer
pool; the performance of unified computing resources must be improved in order
to provide for solving weakly-linked, and especially strongly-linked, problems.
Since complex problems involving a large amount of computation (strongly-linked
problems) are encountered significantly less often than simple (unlinked)
problems, these two are close to one another in terms of the total amount of
computation required. In this connection, it is useful to pose the problem of
developing unified computing facilities which are identically convenient for
solving both a large number of unlinked problems using separate computer
resources, as well as a small number (within a single problem) of strongly-
linked problems using generalized computing resources.

Model of computer collective. In order to solve all three classes of problems
(unlinked, weakly- and strongly-linked) it is necessary to turn to a
computational model which is qualitatively different from the traditional
computer model.

A computer model is the product of formalizing the actions of a human computer
engaged in problem solving according to predefined formal solution rules.

The computer model is built on principles of serial execution of operations,
fixed computational logic structure, and design heterogeneity of the basic
sections of the model and connections between them. The computer model provided
the basis for the construction of first-, second- and third-generation machines.

An essential shortcoming of the computer model is the presence of a theoretical
limit for romputational capacity resulting from the finite information
transmission rate between elements of the model when operations are executed
serially. As the theoretical limit is approached, the technical problems
involved in creating a computer with the required parameters increase, and costs
also go up sharply. As a result of the foresoing, regardless of a fairly high
theoretical computational capacity limit (10”7 ops/sec), we must limit ourselves
to a technical limit of 107 ops/sec for third-generation machines.
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Another shortcoming of the computer model is the relatively large expenditures
on software and hardware with limited performance, which results in a high
specific computational cost. Even for the most sophisticated third-generation
computers the specific cost amount to between 1 and 10 rubles per operation per
second, and cannot be reduced significantly.

The computer collective model proposed by the author in the late 1950's and
early 1960's for constructing efficient high performance computer systems
differs in principle. This model is the result of formalizing the computational
process executed by a group of computers in solving a unified complex problem.
The complex problem is represented as a set of interrelated parts. Each part is
solved by an individual computer, and information is exchanged when necessary
with other computers which are then solving their own parts.

The computer collective model is based on principles of parallel execution of

a large number of operations, variable logic structure and design homogeneity
of the elements and interconnections.

When using this model, the computing equipment is represented as an aggregate
of computer models combined into a unified computer collective model with the
help of information exchange between one another.

In solving a complex problem, its component interrelated parts are distributed
among the computers and solved in parallel. The structure of the information
exchange network is-established in accordance with the scheme of interactions
between sub-problems. 1In solving a complex problem which represents an
independent set of simple problems, the latter are distributed among computers
for parallel processing. There is practically no exchange between computers.
The computer collective model has no theoretical performance limit thanks to
the assumption of a theoretically unbounded increase in capacity by adding
additional computers. The variable logic structure and design homogeneity
make it possible to achieve high reliability indicators and economy for the
computer collective model.

Computer facilities based on the computer collective model can be used to solve

all three classes of problems. The problem is actually to mass-~produce

computers which are convenient and easy to use, reliable, economical, and

suitable for combination into a computer collective model for solving complex

- problems requiring major unified computing resources. The possibility of
ereating a unified physical-technological base and organizing mass production
of a small number of types of computers allows us to hope for an optimal solution
to the problem of satisfying the demands of the national economy for computer
technology.

The theoretically unbounded capability for increased capacity of computer devices
based on the collective model while simultaneously facilitating conditions for
mass production makes it possible to achieve the required specific computing
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capacity while keeping the required specific cost within the necessary limits
in accordance with the demands of the national economy.

At the present stage of development of computer technology, a transition to
creating computer facilities based on the computer collective model is
becoming realistic thanks to the achievements of microelectronics in creating
inexpensive, reliable, small processors and microcomputers. It should be
noted that the computing resources of an individual microcomputer are limited.
This amplifies further the trend toward constructing computer facilities on
the basis of the computer collective model.

The difficulties in creating efficient software are also reduced significantly
here as a result of constructing distributed means for controlling computational
processes.

The changeover to computer facilities consisting of a large numbér of relatively
simple computers of the same type with regular interconnections makes it
possible to simplify significantly their development, manufacture, debugging

and operation.

All of this points toward the advisability of switching over to mass computing
facilities constructed on the basis of the computer collective model.

- Homogeneous computing systems, structures and facilities. The technical
foundation for implementing the computer collective model is the integrated
direction of homogeneous computing systems, structures and facilities which
was proposed and theoretically justified by the author in the late 1950's
and early 1960's. Now, after more than 20 years' development of this
direction, it has become obvious that it provides the basis for constructing
mass computing facilities intended for solving unlinked, weakly- and strongly-
linked problems. '

This direction includes many classes of computing facilities: distributed
computer systems, concentrated computer systems, hocingeneous computer structures
and homogeneous computing facilities.

Distributed computer systems represent an aggregate of spatially separated
computers (or computer systems) which are interconnected via communications
systems such that the required interchange between system elements is supported.
A distributed computing system can operate in the computer network mode, in
which a set of independent problems is solved, as well as in a dedicated mode
in which a single complex problem is solved using the overall computing
resources of the system. The limiting case of a distributed computer system

is the unified distributed computer system, which combines all of the

computer resources of the country and uses them to solve both individual

simple problems as well as a single complex problem.
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At the other pole we find homogeneous computing facilities, which represent

a set of elementary computers which cannot be simplified any further
(elementary automata with programmable structure) which are linked together
with regular communications. Homogeneous computer facilities provide an

ideal basis for constructing computer facilities in a continuous technological
process. Thanks to the simplicity of the elements and the regularity of their
connections, the computing facility is manufactured in the first stage in a
unified technological process. 1In the second stage, each user uses software
to set the facility to implement any universal or special-purpose computer
which is maximally suited to the singularities of the problem at hand.

These two extreme classes of homogeneous computing systems encompass various
computing systems and structures which differ in the dimensions and types of
elements, and the communications configurations.

Homogeneous computer systems, structures and facilities now represent the most
promising direction in computer technology: they make it possible to eliminate
the limitations which third-generation machines cannot overcome with respect
to providing high performance for solving complex problems while sharply
reducing cost.

The changeover to industrial production of homogeneous computer systems,
structures and facilities will make it possible to facilitate uniform
distribution of problems within directions which have already been assimilated
by industry, concentrating primary efforts in creating families of computers
and minicomputers on user service quality, and on the operating efficiency of
time-sharing computer systems in creating multiprocessor systems. Homogeneous
computer systems, structures and facilities should be tasked to solve the
problems of achieving high performance and low specific computational cost,
as well as facilitating the transition to mass computing technology.
9. APPLICATION OF HOMOGENEOUS COMPUTER SYSTEMS, STRUCTURES AND FACILITIES

FOR SOLVING COMPLEX PROBLEMS
t
9.1. Application of Homogeneous Systems for Solving Problems in Economics
t
The first chapter pointed out that homogeneous computer systems, structures
and facilities are needed to solve all three classes of complex problems:
independent, weakly- and strongly-linked. This actually means that homogeneous
systems provide universal means for solving both mass problems involving
relatively small amounts of computation, as well as individual complex problems
whose solution requires the execution of a large number of operations. Since it
is necessary to use computer technology in all areas of the national economy,
and considering the increasing requirements for the execution of large amounts
of computation, homogeneous systems become mass computing facilities.

153

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030018-4



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000500030018-4

FOR OFFICIAL USE ONLY

Under these conditions, it is difficult to enumerate all of the areas im
which homogeneous systems can be applied effectively in the national economy.
Therefore, we shall consider some of the most important onmes.

Once such area of homogeneous system application is solution of problems in
economics, including problems involved in economic management. The difficulties
in solving these problems stem from the increase in their complexity due to

the continuing increase in the number of products produced, the increase in

the number of component parts of products, the increase in the complexity of

the technological processes involved in their manufacture, and the rapid
obsolescense of products.

The labor intensity of management problems increase to an even greater
extent. The complexity of many economic management problems is determined
quantitatively by material flows. An intensive increase in the ties between
enterprises is observed as the economy develops. We can conclude from this
that the increased complexity of economic management problems does not depend
so much upon the number of objects being managed as the number of connections
between them. It has been shown on the basis of experimental investigationms
that the complexity of economic management problems increases faster than the
square of the total number of people involved in the economy. As the

economy develops, a moment will arrive at which the overall complexity of

the management problems will exceed the human resources of the entire society
which could be used to solve these problems.

Thus, if the limit of the economic management tasks which one person could
solve was reached earlier, which made it necessary at that time to change

over to collective management, we are now approaching the limit of the
capabilities of the entire society to manage the economy without using
technical means. The need for using computers to solve problems of managing
the economy is clear from this, According to estimates made in the late 1960's,
effective management of the economy in this country at that time required
computing facilities with a capacity of over 300 million operations per second.

Unfortunately, the problem of managing the national economy cannot be split
into independent problems which could be solved using several hundred isolated
computers. This means that homogeneous computer systems which make it possible
to solve complex problems with the required capacity are needed to solve the
problems involved in managing the national economy.

Solving the problem of managing the economy requires involving hundreds of
thousands of specialists, who are spread about the country, in the computational
process. This means that successful solution of the problem of managing the
economy requires that we switch over to creating distributed homogeneous computer
systems which combine the principles of centralized management and distributed
data processing in the proper proportioms.
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Thus, the creation of the National Computer Center Network and the construction
of the Nationwide Automated Data Acquisition and Processing System for
accounting and managing the national economy will become possible if homo-
geneous computer systems are widely distributed throughout all branches of the
national economy and joined into a unified national distributed homogeneous
computer system. '

The central question in creating a unified distributed homogeneous computer
system involves development of a rayon homogeneous computer system. This is
because rayon systems are designed to solve problems which arise within
administrative rayons, of which there are several thousand in the country.
Therefore, rayon problem solving is of a mass nature. Hence, mass computer
technology is required which must have both high performance and low cost.
Based on the rayon population and the rezuirement for providing specific
computing capacity per person of Vg = 10% operations per seco.':dé the total
capacity of the rayon homogeneous computer system must reach 107 operationms
per second with a specific computational cost per operation per second of

Co = 0.001 rubles. The rayon homogeneous computer system encompasses about
1,000 subscribers (enterprises, kolkhozes, sovkhozes and institutions), with
connections between them comprising a total of about 1,000 kilometers. The
capacity of the communications channels between elementary machines in the
rayon homogeneous system must be approximately 1 mbps. Under these conditions,
the rayon homogeneous system will achieve a capacity of 102 operations per
second regardless of the deployment of the elementary machimes within the
territory of the rayon.

For a rayon homogeneous system it is advisable to co-locate the computer
facilities with the communications facilities; it is most convenient to install
rayon homogeneous systems at communications centers, especially at automatic
telephone exchanges. Then all subscribers have direct access to the rayon
; system using existing communications channels. The presence of the rayon
homogeneous computer system at an automatic telephone exchange makes it
possible to place many of the functions of automatic communications (all the
way up to implementation of switching) on the computer facilities. Combining
; computer and communications facilities in a unified data transmission, storage
= and processing system makes it possible to form a unified technical and
‘ organizational base for solving problems involved in managing the economy with
maximum efficiency.
In this respect, the rayon homogeneous computer system can be called the primary
system at the rayon level, similar to the fashion in which the primary network
is used to build up different communications systems. By combining all of the
rayon homogeneous computer systems into a unified nationwide distributed computer
system it is possible to obtain a primary data transmission, storage and
processing system. The unified rayon homogeneous computer system can be used
as the basis for the Unified System of Computer Systems and the Nationwide
Automated Data Acquisition and Processing System for accounting and management
- of the national economy.

.
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9.2. Application of Homogeneous Computer System for Solving Complex Scientific
and Technical Problems

The current state of science and technology is characterized by the occurrence
of a significant number of complex problems whose solution requires high-
capacity computing facilities. There is an increase in the complexity of
computation in certain classes of problems, and new classes of problems are
also arising in which the solution complexity is even greater. Such problems
include problems of computational mathematics, mathematical physics, linear
and nonlinear programming, pattern recognition, investigation and design of
complex systems, modeling of complex systems, etc. There is now a requirement
for solving complex problems involving 1013--1014 operations with 1010--1011
bits of information to be stored. The solution of such problems requires
computing facilities with capacities of 109--1010 operations per second.

Ordinary computers based on the computer model have a technical performance
limit of 107 operations per second. Under these conditions, complex problems
can clearly be solved if we change over to homogeneous comguter systems based
on the computer collective model and having capacity of 10”7 operations per
second or more.

Concentrated homogeneous computer systems are most convenient for solving
complex scientific and technmical problems: these can be based on modern
microcomputers, which are characterized by small size, low cost and high
reliability.

Let us consider some classes of complex problems and singularities of utilizing
concentrated homogeneous computer systems to solve them. Many problems in

radar, hydroacoustics, nuclear physics, geophysics, meteorology, medicine,
sociology, etc. can be solved using pattern recognition methods. However,

high capacity computer systems are required to solve these problems; in addition,
the requirements for efficient man-computer system jnformation exchange make

it necessary to develop methods for inputting and outputting optical and audio
information using pattern recognition methods.

Pattern recognition problems are divided into three types. The first type
involves finding a decision rule in which the expenditures for construction are
minimal. The second involves finding a system of features with which the costs
associated with recognition errors and with measuring these features are
minimized. 1In problems of the third type it is necessary to find the version
of grouping realizations into patterns which would minimize the expenses
involved in using the patterns. Problems of empirical prediction are close to
pattern recognition problems.

Empirical prediction problems involve developing methods of representing initial
data, detecting regularities in a set of input data and representing algorithms
for predicting new regularities. The problem of empirical prediction is one of the
main parts of the problem of artificial intelligence.
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The solution of pattern recognition and empirical prediction problems

involves a large amount of computation. Furthermore, these problems can

be represented as an aggregate of interconnected problems of lesser complexity,
which makes it relatively easy to construct parallel algorithms which can be
implemented efficiently in concentrated homogeneous computer systems.

An important class of problems whose solution is of major interest is comprised
by problems involved in automating the design of complex articles and modeling
complex systems. The problem of reducing planning periods and putting articles
into production is now becoming especially critical in machine building. This
problem can be solved by creating automated systems for planning, technological
preparation and management of production on the basis of homogeneous computer
systems. One of the planning problems is to develop effective methods of
constructing the geometry of the planned object. It should be noted here that
this problem is particularly complex in constructing the flow surfaces of
flight vehicles, ship hulls and light truck cabs, since the design requirements
call for optimal equipment placement and strength while the outside surface
must be smooth in accordance with the requirements of hydroaerodynamics and
aesthetics.

When machine methods are used to solve planning problems, problems arise in
developing the mathematical description of complex contours and surfaces,
methods of configuring parts into assemblies, and determining the differential
and integral characteristics of the surface. These problems can be solved
especially effectively using the theory of nonlinear and linear cubic splines.
Spline-function methods have made it possible to create an effective
mathematical apparatus for representing contours and three-dimensional
surfaces which is universal, homogeneous and easily reduced to algorithmic
form. The particular value of these methods is their convenience in
implementing parallel computational processes in homogeneous computer systems.

An important area of application of homogeneous computer systems is the
investigation of complex object such as microcosmic physical systems, biological
and linguistic systems, etc. In terms of properties, all of these objects are
complex systems whose main singularity is that they cannot be divided into
independent parts. This makes it necessary to examine the entire system as a
unified whole. It becomes possible to solve such problems if concentrated
homogeneous computer systems are used.

9.3. Application of Homogeneous Computer Systems for Implementing
Structural Models

Constructing a homogeneous computer system on the basis of the computer
collective model maikes possible a different approach to the solution of a
number of complex problems. The use of homogeneous computer systems is
especially promising for the construction of digital models. ‘Modeling

devices have proven themselves in analog technology; their advantages are that
it is simpler to assign the problem solving method, and the solution is
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accelerated, thanks to the structural representation of the problem in the model.
The simplicity of assigning the problem solving method is combined with
simplicity in changing the solution scheme during the modeling process.
Structural representation of a problem makes it possible to observe the

behavior of sections of the model as a function of parameter variations.

Homogeneous computer systems can be used to design various automation devices,
control systems, communications devices, spec1a1-purpose machines and automata.
An important circumstance in structural modeling is the capability of evaluating
the implementation complex1ty of a device or machine. Using homogeneous
computer systems, we can assign structural models of widely varying special-
purpose machines and devices without spendlng a lot of time. This makes it
possible to find the opt1ma1 structure in accordance with given criteria by
trial and error. The modeling system can be represented as the combination of
a homogeneous computer system and computer structure or device. A modeling
system based on a homogeneous computer system has all of the advantages of
analog systems in terms of convenience and problem-solving simplicity, but
avoids the shortcomings inherent in analog devices, namely low computational
accuracy and the requirement of using manual methods for structure assignment.

Let us consider some examples of implementing the computer collective model
in communications devices. One of the first examples of using digital modeling
systems in communications engineering is the microprocessor-based homogeneous
control system for existing electromechanical and quasi-electronic switching
systems. Such a system makes it possible to expand the scope and type of
services available to subscribers and to improve the technical servicing of
existing electromechanical systems; it also facilitates a gradual transition
to purely electronic systems and the associated possibility of gradual training
and retraining of personnel.

To these advantages of using microprocessor-based homogeneous control systems
we can also add increased reliability, which provides high viability for
homogeneous systems, and relatively low cost of control devices, which
facilitates mass production of small-nomenclature devices, good hardware
repairability and the capability to increase the number of switching fields
serviced easily by decentralizing control and adding control modules.

Automatic telephone exchange controllers using the computer collective model
are a natural complement to existing switching systems, since a switching field
is nothing more than a certain collective of connectors. In addition, this
collective has the same intrinsic functions as a computer collective: connections
are made by homogeneous devices (homogeneity), several connections can be
made simultaneously (parallel operation); depending upon the number of subscribers
serviced, exchange switching systems are built up by combining the necessary
number of standard switching field modules. This latter property is analogous
to the variable logic structure in the computer collective model. By establishing
a one-to-one correspondence between the connector collective model and the
computer collective model, we can thus realize automatic telephone exchanges

- based on these principles.
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Figure 9.1 shows a functional diagram which illustrates the design principle
of an electromechanical switching system with a ring-type microprocessor-
based homogeneous control system. The switching equipment establishes the
connections directly. The service equipment provides the necessary signal
interface between the switching equipment and the microprocessor-based
control system. One characteristic feature of the control system, and
incidentally of all homogeneous systems, is that the control system memory is
made up of the memory of the individual microprocessors which comprise the
system.

This control arrangement makes it possible to divide the switching field into
separate zones served by separate machines in the computer collective model.
When any control system microprocessor malfunctions, its functions are taken
over by another processor which is free at that time, and the system continues
to function.

Further development of this principle consists of dividing the switching field
and controller into separate functional modules and constructing automatic
telephone exchanges on the basis of the computer collective model which is
realized using the modules. 1In the present version (Figure 9.2) the telephone
exchange architecture is represented by a decentralized homogeneous system.

- (1)
Quemema
rowmymayrd

(7]

——
—_—

Figure 9.1. ‘ Figure 9.2.
Key:
L. Switching system; 1. Switching system
2. Homogeneous computer system. 2, Homogeneous computer system

The exchange consists of identical separate modules. A module is made up
of a switch, which makes connections directly, and a microprocessor-based
homogeneous control system, which organizes the process by which connections
are made. In turn, the microprocessor-based control system consists of a
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collection of microprocessors which are combined into either a ring or a
matrix system.

By isolating the required number of microprocessors, it is possible to provide
the required capacity and memory size in this case both for making connections
and for making various additional services available to subscribers, providing
the required viability, system repairability, etc.

The microprocessor-based control systems of the individual modules are joined
in the same manner, and represent the overall controller for the entire
automatic telephone exchange. The modules are connected through both the
required physical connection and under the control of the overall program
which controls the individual modules in the system.

- In a special case, the microprocessor-based control system of a single module
can degenerate into a single microprocessor, but these microprocessors are
nonetheless combined into the homogeneous control system of the exchange.
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